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YouTube & copyright infringers
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Facebook & breastfeeding
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Twitter & Trump
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AWS & hate speech
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Apple App Store
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The main focus of regulation
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Digital Services Act – from Feb 2024
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A new generation of rules

United States European Union

I. generation: 1996-2000 Sec 230 CDA; Sec 512 DMCA Articles 12-15 ECD

II. generation: 2020-? ? [PACT] Digital Services Act

• I. generation: breathing space for speech & industries
• Liability exemptions to avoid strict (or any) liability

• II. generation: regulation of risks posed by services
• Regulatory expectations that overlay the liability social contract
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Due diligence obligations vs liability exemptions

• The shift from liability for content to (legal) 
accountability for the design of services
• Failing to comply does not lead to the illegality of 

service or liability for users’ actions but targeted 
non-compliance with the stand-alone obligations

• Even services which are not protected anymore 
by exemptions remain subject to due diligence 
obligations
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The guts of the DSA
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DSA’s two main tools:
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• Online platforms = medium-to-

large firms (50+ employees or 

turnover 10+ million EUR)

• VLOPs/VLOSEs = 45+ mil 

average active monthly EU users
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VLOPs / 
VLOSEs
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Content Moderation
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Content Moderation
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Content Moderation

Notification 

by RHs

(Art 16)

Assessment and 

decision

(Art 17)

Internal contestation 

by users

(Art 20)

External contestation 

by users

(Art 21)

T
ra

n
s
p
a
re

n
c
y
 

(A
rt 1

5
)

Level 1 Level 3Level 2 Level 4

F
a
ir
 c

o
n
te

n
t 

m
o
d
e
ra

ti
o
n

(A
rt

 1
4
)

Online platforms 

& mid-size +

mid-

size +

Hosting services 

& any-size



lse.ac.uk/law

@LSELaw

Rule 
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Two main obligations

• Codification & explanation of all restrictions

• “any restrictions that they impose in relation to the use of their 

service in respect of” UGC content

• Conduct content moderation fairly

• act “diligently, objectively and proportionately” with due regard to 

the fundamental rights of others
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Article 14(1)

“Providers of intermediary services shall include information on any 
restrictions that they impose in relation to the use of their service in 

respect of information provided by the recipients of the service, in their 
terms and conditions. That information shall include information on any 

policies, procedures, measures and tools used for the purpose of 
content moderation, including algorithmic decision-making and human 

review, as well as the rules of procedure of their internal complaint 
handling system. It shall be set out in clear, plain, intelligible, user-friendly 
and unambiguous language, and shall be publicly available in an easily 

accessible and machine-readable format.”
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Article 14(4) & Recital 47

“Providers of intermediary services shall act in a diligent, objective 

and proportionate manner in applying and enforcing the 

restrictions referred to in paragraph 1, with due regard to the 

rights and legitimate interests of all parties involved, including the 

fundamental rights of the recipients of the service”

(47) When designing, applying and enforcing those restrictions 

(..).
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Content Moderation
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Level 2 & 3 (internal operations)

• Initial decision (Art 17)
• providers must issue a statement of reasons
• broad notion of COMO: visibility, monetization, etc.
• specific explanation of reasons
• can be automated (but can small companies do this without vendors?)

• Internal appeal mechanism (Art 20)
• “easy to access and user-friendly”
• “not solely automated” + timely, diligent and objective manner
• inform affected parties
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A broad scope of relevant restrictions
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Who can complain?
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Transparency for mid-sized companies

• Annual reports (or bi-annual for VLOPs) about the content 

moderation practices (Article 15) 

• Aggregate Lumen-like database for all statements of 

reasons (Article 24(5)) for platforms

• Will this work? How to anonymise this? But the structuring 

needed to comply with this can be helpful for standardisation, 

including annual reports, data access, and risk management
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External review: ADR bodies

• Follows broadly Fiala & Husovec 72 (2022) International 
Review of Law and Economics (re funding)

• The national regulators certify ADR providers
• Up to market or states to create them

• Content creators & notifiers can complain
• IF they win, provider reimburses the fee + costs

• IF they lose, they pay the fee

External contestation 

by users

(Art 21)

Level 4
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Article 21

• ADR (Art 21): out-of-court settlement bodies
• Regulators certify entities (must be independent of Ps & users)

• FB’s Oversight Board is clearly not independent in this sense

• Content creators & notifiers (and their reps) can use the option

• ADR provider is complainants’ choice; no need to exhaust appeals

• ADR issue decisions: non-binding, Ps must engage in good faith

• P compensates complainants who win (pays fees & possibly costs)

• Complainants that lose pays their own fees & costs
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The effect of ADR

• External interpreter of platform’s rules (= loss of power)

• Incentive for platforms to be clearer (= push to codify)

• Incentive for platforms to resolve internally (= costs)

BUT:

• Does not take away the power to make rules!
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Rule-making vs Interpretation

• The basic rule: the proceduralist approach constrains interpretation 
but not rule-making of platforms

• DSA takes mostly proceduralist approach (and a systems-design 
approach for risk management), with the exception of Art 14(4)

• But my view: Article 14(4): constrains only arbitrary & grossly 
disproportionate rule-making; all other legal rule-making is fine

• However, once a content rule is expressed by Ps, they don’t decide its 
meaning unless they change it again (as we do with regular contracts)
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Case 1: VIP No-Moderation List

• A micro-blogging site decides to create a list of VIPs whose 
content is not moderated at all (regardless of illegality or 
contractual nature)

• VIPs are all top elected officials in all countries of the UN

• Is the policy in violation of Article 14(1)? 
• IMO: not, if properly described.

• Is the policy in violation of Article 14(4)?
• IMO: yes, due to the impact of illegal content (separate from Art 6!)
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Case 2: Pay2Say

• A micro-blogging site has a new Pay2Say product 

• For 5 EUR a month, you can say whatever you want on the service, as 
long it is legal in your country (= no contractual restriction on speech 
[e.g., disinformation, nudity, vulgar content], only illegality). 

• Everyone else is moderated on ToS violations & illegality.

• Is the policy in violation of Article 14(1)? No if disclosed.

• Is the policy in violation of Article 14(4)? Probably no.



lse.ac.uk/law

@LSELaw

Open issues 1

• Statement of reasons
• Automation by small providers (part of licensed COMO solutions?)
• Recommended system changes vs statement of reasons (individualised)
• FB page owners (eg news orgs) with their own COMO as hosting services
• Transparency reporting and its standardisation & real-time transmission

• ADR
• Certification of fee structures, calculation of reasonable costs
• Transparency obligations, oversight & abuse
• Scope of specialisation by ADRs
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Open issues 2

• Rule-making:
• Article 14(4) – what is disproportionate?
• Article 14(1) – technical constrains? 
• Article 14(1) – what is “clear, plain, intelligible, user-friendly and 

unambiguous language” vs doable
• Trade-off between: administrability (scalability) & explainability

• Private Enforcement of COMO due diligence obligations
• Impact on contract law
• Impact on private claims, e.g., copyright holders
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Risk management and its impact on COMO

• VLOPs / VLOSEs are subject to additional requirements
• mostly extended or intensified reporting obligations 

• researchers’ data access

• unique obligations: profiling-free choice on recommender 

systems, or advertising archives

• MAIN: a regulatory dialogue about risk management
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VLOP

Husovec, Martin, The DSA’s Scope Briefly Explained (February 20, 2023). Available at 

SSRN: https://ssrn.com/abstract=4365029
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Risk Management Dialogue

• Regulatory dialogue put in place due to the opacity 
of the ecosystem & information asymmetry

• The regulator has no clear idea of risks, or 
contributing factors, and is in dark about solutions

• Forces providers to think about this, let themselves 
be reviewed by others (auditors, researchers, field 
NGOs), and then the regulator forms an opinion
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VLOP’s risk management: Article 34(1)

Providers of very large online platforms and of very large online 
search engines shall diligently identify, analyse and assess any 

systemic risks in the Union stemming from the design or 
functioning of their service and its related systems, including 

algorithmic systems, or from the use made of their services. This 
risk assessment shall be specific to their services and 

proportionate to the systemic risks, taking into consideration their 
severity and probability, and shall include the following systemic 

risks: (..)
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VLOP’s risk mitigation
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Metaphor: safety regulation of public protests

The authorities can (and do) partly

restrict how and when protest activities 

take place (eg streets, hours, or use of 

amplification tools), and take measures 

to prevent harm to protesters or others 

(eg boost police presence), but cannot 

select speakers, or dictate the content 
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Thus

• Two social media companies A & 
B set their baseline of rules [eg
disinformation] and mitigate the 
risks on that basis

• Since parliaments permit both 
models of rules, they also permit 
two mixtures; risk mitigation 
cannot negate the existence of 
such choice

Illegality

Contract

Illegality
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Risk Mitigation Measures
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Want to know more?

husovec.eu/DSA

LSE Short Course on the EU Digital Services Act

https://husovec.eu/dsa/
https://www.lse.ac.uk/law/study/eu-digital-services-act

