Plaintiffs, Mangosoft, Inc. and Mangosoft Corporation (together “Mangosoft”) respectfully submit this brief in support of their proposed claim construction in this patent case. For the reasons set forth below, Mangosoft requests that the Court adopt the meaning of the disputed claim terms proposed by Mangosoft.

I. THE PATENTS-IN-SUIT

Mangosoft alleges that defendant, Oracle Corporation (“Oracle”), infringes numerous claims of Mangosoft’s US. Patent Nos. 6,148,377 (“the ‘377 patent”) and 5,918,229 (“the ‘229 patent”). The Abstract of the ‘377 patent describes generally the subject matter of these patents:

Distributed shared memory systems and processes that can connect into each node of a computer network to encapsulate the memory management operations of the connected nodes and to provide thereby an abstraction of a shared virtual memory that can span across each node of the network and that optionally span across each memory device connected to the computer network. Accordingly, each node on the network having the distributed shared memory system of the invention can access the shared memory.

‘377 patent at Abstract. In other words, the asserted patents relate to networking a plurality of
computers and configuring the computers so that memory can be shared among the plurality of computers through a shared memory system.

The patent claims asserted against Oracle are directed to computer systems consisting of groups of computers interconnected by a network connection. These systems are commonly known as a “cluster” or a “computer cluster.” Each of the computers, or “nodes,” of the cluster is responsible for managing its own memory resources, which includes Random Access Memory (RAM) and disk memory, and in accordance with the invention, making the data stored in its memory resources available to the other nodes of the cluster. As described in the patents, this function is accomplished using the concept of a memory space that is shared among the nodes of the cluster. The patents also describe a subsystem that manages the shared memory space and the relationship between the shared memory space and memory resources of the nodes in the cluster.

The memory resources of each node of a cluster typically include RAM and disk memory. One advantage of RAM is that it usually provides higher speed access to data than disk memory. However, RAM is generally understood to be volatile memory, i.e., it does not have the ability to store data when power is removed. Disk memory is generally understood to be persistent, i.e., it maintains a store of data after power is removed. But disk memory usually provides much slower access to data than does RAM. In prior systems, files and data are typically stored on disk memory and accessed by multiple users. In order to make access more efficient, a copy of frequently accessed data can also temporarily be held, or buffered, in RAM. When a user seeks to access a piece of data from a node, the node initially looks to see if the piece of data is buffered in its own RAM. If the data is buffered in its own RAM, the node will provide the data to the user on that node from the faster RAM memory. If the piece of data is not
buffered in its own RAM, the node will access the piece of data from disk memory to which it has access.

In contrast, according to the ’229 and ’377 patents, if the piece of data is not buffered in the node’s own RAM (the “local” RAM), the node looks to see if the data is buffered in another node’s RAM (the “remote” RAM). If the piece of data is buffered in the remote node’s RAM, then the local node will request that the data be sent from the remote node to the local node. The local node will access the data from disk memory only if the data is not buffered on any node’s RAM.

III. “LOCAL … MEMORY DEVICE”

The claims of the ’377 patent and the ’229 patent use the terms “local volatile memory device” and “local persistent memory device” as follows in the exemplary claim elements:

a local volatile memory device coupled to said computer and having volatile storage for data signals
and
a local persistent memory device coupled to said computer and having persistent storage for data signals.


Mangosoft proposes that these terms be construed to mean “a memory device that loses data when power is disconnected from the device, a portion or the whole of which can be contributed to the shared addressable memory space by a particular node” and “a memory device that does not lose data when power is disconnected from the device, a portion or the whole of which can be contributed to the shared addressable memory space by a particular node,” respectively. Oracle, on the other hand, proposes that the term “local . . . memory device” be construed to mean “a memory device directly attached only to one node.” As set forth below, Mangosoft’s construction flows directly from the plain language of the claims, as confirmed by
the specification.

The language of claim 1 of the ‘377 patent states plainly: “a local volatile memory device coupled to said computer and having volatile storage for data signals.” ‘377 patent at claim 1 (emphasis added). The term “coupled” is not ambiguous. Thus, there is no need to construe this term, let alone to construe it, as Oracle proposes, to add limitations found nowhere in the claims or the patent. Indeed, Oracle’s contention that the term “local ... memory device” should be construed to limit the invention to volatile and persistent memory devices that are directly attached to a single computer or node is inconsistent with the plain language of the claims.

The term “coupled” has been held to mean only “to link or join.” See Level One Communications, Inc. v. SEEQ Technology, Inc., 987 F. Supp. 1191, 1196 n. 1 (N.D. Cal. 1997) (citing the Random House College Dictionary, “[c]ouple’ should be given its ordinary meaning of to link or join”). As the Federal Circuit has also held, “the unmodified term ‘coupled’ generically describes a connection, and does not require a mechanical or physical coupling.” Johnson Worldwide Associates, Inc. v. Zebco Corp., 175 F.3d 985, 992 (Fed. Cir. 1999). Nothing in these definitions suggests the “direct attachment” requirement that Oracle now proposes.

Moreover, the specifications and file histories confirm that “local … memory devices” need only be “coupled” to the node and not direct attached. For example, Figure 2 of the ‘377 patent and Figure 6 of the ‘229 patent disclose a persistent network memory device, 26 and 226, respectively, that is not directly attached only to one node. With respect to Figures 2 and 6, the specifications state:

The memory subsystems 32a-32c [and 232a-232c] can be software modules that act as distributors to map portions of the addressable
memory space across the depicted memory devices. The memory subsystems further track the data stored in the local memory of each node 12 [and 212] and further operate network connections with network 38 [and 238] for transferring data between the nodes 12a-12c [and 212a-212c]. In this way, the memory subsystems 32a-32c [and 232a-232c] access and control each memory element on the network 38 [and 238] to perform memory access operations that are transparent to the operating system 16 [and 216].

'377 patent at 7:24-34; ‘229 patent at 19:52-62. Figures 2 and 6 also show that the network memory device, 26 and 226, includes portions of the shared addressable memory space Cm, Cp, Ct, mapped thereon the same way the other local memory devices 36a-36b and 326a-326c show the addressable memory space mapped thereon, consistent with the portions of the specifications cited above.

In addition, the ‘229 patent provides an example in which the local persistent memory is not directly attached only to one node:

For example, a portion of the addressable shared memory space 20 can be assigned or mapped to one or more hard disk drives that are on the network or associated with one or more of the network nodes 12a-12d as local hard disk storage for those particular nodes.

‘229 patent at 6:45-50. The above example demonstrates that a single hard disk drive, on the network or associated with one or more of the nodes, is considered “local” to its associated nodes, thus supporting Mangosoft’s proposed construction.

IV. CONCLUSION

Because, as demonstrated above, Mangosoft’s proposed construction of the term “local … memory device” is most closely aligned with the plain meaning of the claim terms and the intrinsic record, Mangosoft’s proposed construction should be adopted.
INTRODUCTION

Plaintiffs Mangosoft, Inc. and Mangosoft Corporation (collectively “Mangosoft”) have accused an Oracle database software product called Real Application Clusters (“RAC”) of infringing a patent related generally to shared memory in computer networks. The patents at issue are U.S. Patent No. 6,148,377 (“the ‘377 patent”), and its continuation-in-part, U.S. Patent No. 5,918,229 (“the ‘229 patent”). Consistent with the process adopted by the Court and set forth in the Pretrial Scheduling Order, the parties have identified the terms “local volatile memory device coupled to the node and providing volatile storage” and “local persistent memory device coupled to the node and providing persistent storage” for construction.

THE PATENTS-IN-SUIT

The ‘377 and ‘229 patents are directed generally to computer systems that allow multiple computers to share memory resources. Shared memory systems were well known in the art in 1996. For example, the Background of the Invention section of the ‘377 patent discusses prior art “client/server” systems, in which “client” computers access data stored on a central shared disk or “server.” See ‘337 patent at 1:9-29. As noted in the patent, each client computer typically includes private main memory (RAM) and a hard disk. See id. at 1:13-17. As the patent explains, one of the limitations of these prior art client/server systems was that all shared
data was stored and managed on a central server, and thus such systems failed to exploit the physical memory devices located on the client computers (e.g., each computer’s RAM and disk), and were subject to complete system failure if the server system crashed. See id. at 1:35-63.

The system claimed in the patents-in-suit attempts to overcome these limitations by providing a shared memory space that is distributed across the computers on the network. As the above passage notes, the shared virtual memory space of the ‘377 patent spans the local physical memory devices of the network. See ‘377 patent at Figs. 1 and 2. The claimed system purports to enable the virtual shared memory space to span the physical memory devices on multiple nodes through the use of global address signals that are shared by all the nodes on the network. See id. at 2:29-44. According to the patent, in this way each computer on the network can access data stored in the physical memory of other nodes as if the data were stored in the computer’s local memory:

The invention provides systems that can create and manage a virtual memory space that can be shared by each computer on a network and can span the storage space of each memory device connected to the network. Accordingly, all data stored on the network can be stored within the virtual memory space and the actual physical location of the data can be in any of the memory devices connected to the network.

‘377 patent at 2:21-29; see also id. at 2:45-63 (“The system provides physical memory storage for each portion of the virtual memory space in use by mapping each such portion to a physical memory device, such as a RAM memory or a hard-drive…. This allows the networked computers to appear to have a single memory, and therefore can allow application programs running on different computers to communicate using techniques currently employed to communicate between applications running on the same machine.”).

Consistent with the object of the claimed invention, by distributing the physical storage for the claimed virtual shared memory space across multiple computers on the network instead of relying on a central server system for data storage and management, the invention purports to exploit the memory resources (e.g., the RAM and hard disk storage) of these computers and avoid the risk of a complete system failure caused by central server crash. The
‘229 patent additionally describes providing distributed control and persistent storage for a “structured store of data” (discussed further below), including files, database records, and web pages, and using “web servers.”

**“LOCAL … MEMORY DEVICE”**

Representative claim 1 of the ‘229 patent and claim 1 of the ‘377 patent claim a “local volatile memory device” and a “local persistent memory device.” See ‘377 patent at claim 1 (“… a local volatile memory device coupled to said computer …” and “… a local persistent memory device coupled to said computer …”); ‘229 patent at claim 1 (“… a local volatile memory device coupled to the node …” and “… a local persistent memory device coupled to the node …”). There is no dispute as to the distinction between persistent and volatile memory. Instead, the parties’ dispute is focused on whether the claim language “local … memory device” would have been understood by one of ordinary skill in the art in 1996 to mean “a memory device directly attached only to one node” (Oracle’s proposal) or “a memory device …, a portion or the whole of which can be contributed to the shared addressable memory space by a particular node” (Mangosoft’s proposal). As set forth below, Oracle’s proposed construction is the construction most closely tied to the claim language, specification and file history of the patents-in-suit.

As the claims of the patents-in-suit make clear, the terms “said computer” and “the node” in the claims at issue refer to a single one of the disclosed “plurality of computers” and “plurality of nodes” on the network. See ‘229 patent at claim 1 (“a plurality of nodes interconnected by a network, each of said plurality of nodes… including … a local volatile memory device coupled to the node…, a local persistent memory device coupled to the node…”) (emphasis added). Likewise, the term “local” in each of the dependent claims in the ‘377 patent also refers to the volatile or persistent memory device of a single one of the plurality of computers on the claimed network. See ‘377 patent at claims 2-7 and 9. Accordingly, one skilled in the art would understand from the language of the claims that each of the disclosed
volatile and persistent memory devices is directly coupled to a single computer among the plurality of computers on the network. It is the requirement that the memory is attached to only a single node that makes it “local.” Indeed, if a “local . . . memory device” were merely any memory coupled to a node, as Mangosoft proposes, the term “local” would be redundant of the remainder of the claims’ requirement of a “memory device coupled to said computer.”

The plain language of the claims also requires that the “local … memory device” be directly attached to the node, and not merely linked to the node in some other (unspecified) way as Mangosoft would have it. While the term “coupled” has different meanings in different contexts, the term has a well-known meaning in the context of computer systems. Specifically, the term is used to describe a device that is attached directly (i.e., without any intervening device or connection) to a computer. See McGraw Hill Dictionary of Scientific and Technical Terms (5th ed. 1994) at 1159-60 (defining local device as “peripheral equipment that is linked directly to a computer or other supporting equipment without an intervening communications channel”) (emphasis added). Thus, Oracle’s proposed construction gives the term “local … memory device” the meaning it would have to those of skill in the art, while Mangosoft’s proposed construction apparently seeks to broaden the term well beyond this meaning and to cover any connection (direct or indirect) between the memory device and computer.

The use of the term “local memory device” in the specification of the ‘229 patent is entirely consistent with its usage in the claims, and confirms that each “local” memory device is directly coupled to a single node on the network. For example, the Summary of the Invention in the ‘377 patent makes clear that each “local” memory device is coupled to a single one of the plurality of computers. See ‘377 patent at 3:10-14 (“…local persistent memory devices that each couple to a respective one of the plural computers.”); 3:28-29 (“…local persistent memory devices of the plural computers”); 3:45-47 (“…local persistent memory device of a first computer … local persistent memory device of a second computer”); 3:56-62 (“…the volatile memory devices can be comprised of a plurality of local volatile memory devices each coupled
to a respective one of the plural computers, and the persistent memory devices each coupled to a respective one of the plural computers.”) (emphasis added); see also ‘229 patent at 15:55-16:40 (providing substantially identical disclosure). Likewise, the rest of the specifications of both patents are consistent with the above disclosure in using the term “local” to refer to memory devices that are directly coupled to a single node. See ‘377 patent at 7:1-8 (describing “two local memory devices, the RAM 34 and the disk 36” coupled to each of the three nodes depicted in Figure 2); 7:18-24 (“…local memories of each of the nodes…”); 7:28 (“…local memory of each node…”); 9:66-10:8 (“…the local memory of the requesting node…”); 10:9-24 (“The local memory storage, both volatile and persistent, of the requesting node…”); 10:42-48; 12:9-14; 14:23-41; 15:8-11; Fig. 1; Fig. 2; Fig. 3; Fig. 4; Fig. 7; see also ‘229 patent at 6:45-50 (disclosing local hard disk storage on nodes 12a-12d of Figure 1 as “local hard disk storage of those particular nodes”); 6:66-7:16 (describing use a of a data control program to allow a network node to access a shared memory subsystem as if it were “a local memory device such as a local hard disk”). In short, the specifications of the patents-in-suit make clear—over and over again—that the claimed “local … memory device” is memory directly attached to a single node, nothing more and nothing less.

Given the consistent disclosure of the claims and specification, it is no surprise that the applicants’ statements to the Patent Office during prosecution of the ‘377 patent also confirm that the term “local” in the claims describes volatile and persistent memory devices that are directly coupled to a single node. In an October 15, 1998 amendment following the final rejection of all pending claims, the applicants distinguished their claimed invention from prior art cited by the Patent Office based in part on their disclosure of local volatile and persistent memory devices on each node in the network:

Applicants submit that none of the relied-upon references teaches or suggests local volatile memory devices (e.g., RAM associated with each networked computer) or persistent memory devices (e.g., hard disks associated with each networked computer)…

‘377 File History at p.143 (emphasis added).
CONCLUSION

As set forth above, Oracle’s proposed constructions for the disputed “local … memory device” terms are founded in the proper support: the ordinary meaning of the terms as used in the language of the claims and the context provided by the specification and the file history. The claims should be construed accordingly.
As explained in Mangosoft’s Opening Brief, Mangosoft’s proposed construction of the “local … memory device” limitations flows directly from the plain language of the claims, as confirmed by the specification. Oracle’s proposed construction, on the other hand, attempts to add two new limitations to the claims, presumably to support an argument that Oracle does not infringe. First, Oracle substitutes the phrase “directly attached” in place of the term “coupled” in the claims. Not only is this rewriting of the claim both legally impermissible, see Resonate, Inc. v. Alteon Websystems, Inc., 338 F.3d 1360, 1365 (Fed. Cir. 2003), but it is factually unsupported. Second, Oracle attempts to characterize “local ... memory devices” as those memory devices that are not “shared.” This construction, however, is wholly inconsistent with the specifications. Because they contort the plain meaning of the claim terms, Oracle’s attempts to rewrite and add these additional limitations into the claims should be rejected.

II. “LOCAL … MEMORY DEVICE”

A. The Claims Do Not Require That Local Memory Be Directly Attached To A Node

Oracle’s contention that the term “local ... memory device” should be construed to limit the invention to volatile and persistent memory devices that are directly attached to a single computer or node is inconsistent with the plain language of the claims. As explained in
Mangosoft’s Opening Brief, the language of claim 1 of the ‘377 patent states plainly: “a local volatile memory device **coupled** to said computer and having volatile storage for data signals.” ‘377 patent at claim 1 (emphasis added). There is no reason to construe the term “coupled”—let alone to add two additional limitations found nowhere in the claims or the patent—and Oracle has offered none.

At the outset, while Oracle has purported to offer dictionary support for its proposal that the claims require direct attachment between a memory device and a node, Oracle’s dictionary support is limited to a single definition of “local device” in the context computer peripherals. Even assuming that that definition of “local device” is applicable here, it is irrelevant to the present dispute. The claims specifically state that the “local … memory device” need only be “coupled” to the node. Mangosoft’s Opening Brief established that the term “coupled” does not require direct attachment. Oracle does not meaningfully dispute that.

Likewise, Oracle does not meaningfully dispute that the specifications and file histories of the patents-in-suit also do not support limiting local volatile and persistent memory devices to “directly attached” memory devices even were it legally permissible to add such language to the claims. Indeed, while Oracle points to specification examples of “local … memory devices” linked to nodes, Oracle has offered no explanation for the examples (identified in Mangosoft’s Opening Brief) of memory devices that are **not** directly attached.

**B. There Is No Requirement That Local Memory Is Not Shared**

In addition to urging the substitution of the phrase “directly attached” for the term “coupled” in the claim, Oracle further contends that that the term “local” is used to distinguish “local . . . memory devices” from “shared” memory devices, i.e., that “local . . . memory devices” are linked to only a single node and not shared. This construction is inconsistent with
the language of the claims and the specifications. The term “local” is used merely to distinguish “local” memory devices from “remote” memory devices.” In fact, the specification refers to non-shared memory as “private memory,” not merely any “local” memory. See ‘377 patent at 6:20-31 (“The private memory provides the node with local storage that can be kept inaccessible to the other nodes on the network.”). This statement from the specification confirms the conclusion that “local” means something other than not shared.

Consistent with this, the very portions of the file history relied upon by Oracle support Mangosoft’s claim construction that the described local memory devices are merely associated with each node or computer and have portions of the shared-addressable memory mapped thereon:

Applicants submit that none of the relied-upon references teaches or suggests local volatile memory devices (e.g., RAM associated with each networked computer) or persistent memory devices (e.g., hard disks associated with each networked computer)…

‘377 File History at p.143 (emphasis added). In other words, local memory is merely memory associated with a node, not connected to a single node to the exclusion of sharing with other nodes.

IV. CONCLUSION

Because, as demonstrated above, Oracle’s proposed construction of the term “local memory device” ignores the plain meaning of the claim terms, and attempts to read into the claims additional limitations that are unsupported in the intrinsic record, Oracle’s proposed constructions should be rejected.
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In a network of computer nodes, a structured storage system interfaces to a globally addressable memory system that provides persistent storage of data. The globally addressable memory system may be a distributed shared memory (DSM) system. A control program resident on each network node can direct the memory system to map file and directory data into the shared memory space. The memory system can include functionality to share data, coherently replicate data, and create log-based transaction data to allow for recovery. In one embodiment, the memory system provides memory device services to the data control program. These services can include read, write, allocate, flush, or any other similar or additional service suitable for providing low level control of a memory storage device. The data control program employs these memory system services to allocate and access portions of the shared memory space for creating and manipulating a structured store of data such as a file system, a database system, or a Web page system for storing, retrieving, and delivering objects such as files, database records or information, and Web pages.
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STRUCTURED DATA STORAGE USING GLOBALLY ADDRESSABLE MEMORY

CROSS-REFERENCE TO RELATED APPLICATION

This application is a continuation-in-part of co-pending U.S. patent application Ser. No. 08/754,481 filed Nov. 22, 1996 now pending, which is incorporated herein by reference in its entirety and which is owned by the assignee of this application.

BACKGROUND INFORMATION

The present invention relates in general to structured storage systems (e.g., file systems, database systems, and systems for storing, sharing, and delivering data objects, JAVA applets, and Web pages). More specifically, the invention relates to systems and methods that maintain a structured store of data, preferably within a distributed, addressable, shared memory space.

A typical computer based structured storage system includes a central server, such as a file system server or a database system server, that provides centralized control over the structured store of data. The structured store of data is the information that is being maintained by the system, such as the information in the files and the directories of the file system or within the rows and columns of the tables of the database system. The central server provides system services to a plurality of interconnected network client nodes, and each of the client nodes employs the central server to access and manipulate the structured store of data. Accordingly, the central server provides a nucleus for the structured storage system and maintains central control over the system and the data stored therein.

Although such server based systems have worked generally well, problems arise from relying on centralized control of the structured data store. For example, the operation of the structured storage system is dependent upon the proper functioning of the central server. Any failure of the server to maintain proper operation, such as a power failure, hardware failure, or other such system failure, will disable the entire structured storage system and prevent users from accessing the data store. Additionally, a flood of client service requests issued from the individual network nodes can overload the server process and slow down or crash the system. Accordingly, reliance on centralized control of the structured storage system can result in slow operation during periods of heavy use, as well as result in system failures due to overloading the central server.

An additional problem with a client-server network system is that it provides a static operating environment that is set for optimal performance at a certain level of network activity. Consequently, the network fails to exploit available resources to improve system performance. In particular, as the system activity rises above or drops below the expected level of network activity, the static operating environment lacks any ability to reconfigure dynamically the allocation of network resources to one providing better performance for the present level of activity.

Technology has been developed to improve the reliability and operation of these centralized structured storage network systems. This technology has been mostly directed to the development of reliable database and file systems, and has generally involved one of two methods: (1) static mapping of the data to one or more servers, or (2) storing the data in a globally shared data repository, such as a shared disk.

Systems using the first method distribute portions of the structured store of persistent data statically across a plurality of servers. Each of the servers maintains a portion of the structured store of data, as well as optionally maintaining an associated portion of a directory structure that describes the portions of the data stored within that particular server. These systems guard against a loss of data by distributing the storage of data statically across a plurality of servers such that the failure of any one server will result in a loss of only a portion of the overall data. Other developments in clustered database technology provide for replicating portions of the structured store of data, and storing the replicated portions statically across a plurality of servers. Accordingly, these systems go further in guarding against the loss of data by providing static redundancy within the structured storage system. However, although known clustered database technology can provide more fault tolerant operation in that it guards against data loss, the known systems still rely on static allocation of the data across various servers. Since data is not dynamically allocated between servers: (1) system resources are not allocated based on system usage which results in under utilization of those resources; (2) scalable performance is limited because new servers must be provided whenever the dataset grows or whenever one particular server cannot service requests made to its portion of the dataset; and (3) such static allocation still requires at least one of servers storing the information to survive in order to preserve the data.

Systems using the second method store the structured data in central data repository, such as a shared disk. Each node in the system continually updates the central data repository with its portion of the structured store. For example, in a database system, each node exports tables it is currently using to the data store. While this method exports the problems of load balancing to the central data repository, it suffers from two main drawbacks. First, throughput is lowered because of increased overhead associated with ensuring coherency of the centralized data store. Second, locking is inefficient because entire pages are locked when a node accesses any portion of a page. As a result, nodes may experience contention for memory even when no true conflict exists.

SUMMARY OF THE INVENTION

It is an object of the invention to provide improved storage systems for maintaining a structured store of data. It is a further object of the invention to provide structured storage systems that are more reliable, provide greater fault
3 tolerant operation, and have the ability to dynamically move
4 data in response to network activity levels and access
5 patterns in order to optimize performance and minimize
6 node access times.

It is yet another object of the invention to provide struc-
7 tured storage systems that provide distributed control over
8 a structured store of persistent data, where the data can
9 include, for example, computer files, database records
10 and information, or Web pages.

It is still a further object of the invention to provide
distributed control to a plurality of different types of struc-
tured storage systems, such as file systems, database
systems, and systems that store, share, and deliver Web
pages to requesting nodes and/or requesting networks.

Further objects of the invention will, in part, be described
and, in part, be apparent to those of ordinary skill from the
following description and the accompanying drawings.

The invention can be understood as structured storage
systems, and related methods, that employ a globally address-
sable unstructured memory system to maintain a structured
store of persistent data within a shared memory space.
Optionally, a shared memory system can be employed, such as a distributed shared memory system (DSM) that distrib-
utes the storage of data across some or all of the memory
devices connected to a network. Memory devices that may be
connected to the network include hard disk drives, tape
drives, floppy disk drive, CD-ROM drives, optical disk
drives, random access memory chips, or read-only memory
chips.

The structured storage system can be a computer program
that interfaces to a DSM to operate the DSM as a memory
device that provides persistent storage of data. The struc-
tured storage system control program can direct the DSM to
map file and directory data into the shared memory space.
The DSM can include functionality to share data and coher-
ently replicate data. In one embodiment, the DSM provides
memory device services to the data control program. These
services can include read, write, allocate, flush, or any other
similar or additional service suitable for providing low level
control of a memory storage device. The data control program
employs these DSM services to allocate and access portions
of the shared memory space for creating and manipulating a
structured store of persistent data.

In one aspect, the invention relates to a method, and
related system, for providing distributed control over a
structured store of data. The method involves providing a
plurality of nodes inter-connected by a network, and storing
on each the node an instance of a data control program for
manipulating the structured store of data to provide multiple,
distributed instances of the data control program. The
method also involves interfacing each the instance of the
data control program to a shared memory system that
provides addressable persistent storage of data, and operat-
ing each the instance of the data control program to employ
the shared memory system as a memory device having the
structured store of data contained therein, whereby the
shared memory system coordinates access to the structured
store of data to provide distributed control over the struc-
tured store of data.

Embodiments of this aspect of the invention include
interfacing each the instance of the data control program to
a DSM that provides distributed storage across the intercon-
ected nodes and that provides persistent storage of data.
The interface step can further include directing the data
control program to provide a stream of data to be stored in
the structured store of data and directing the data control
program to operate the shared memory system as a single-
node memory device.

Other embodiments of this aspect of the invention include
operating the shared memory system to replicate stored data
coherently to provide a redundant store of data, and storing
the coherently replicated data within different storage
devices of the network to provide fault tolerant operation.
Also included is coordinating shared access to data within
the structured store by locking objects stored within a shared
memory space, and generating a lock object data structure
having information representative of a lock status on por-
tions of the shared memory space and storing the lock object
within the shared memory space to provide a shared system
lock. Objects can be locked by directing the shared memory
to generate locks on portions of the shared memory space.
Also, the data control program can compress data to be
stored in the structured store of data.

Still other embodiments according to this aspect of the
invention include embodiments in which the structured store
of data comprises a file system, a database system, a Web
page system, or generally any object storing, retrieving,
manipulating, and supplying the system. For the file system
embodiment, the data control program comprises a file
control program for manipulating the file system whereby
the shared memory system controls access to the file system
to provide a shared file system. For the database system
embodiment, the data control program comprises a database
control program for manipulating the database system,
whereby the shared memory system controls access to the
database system to provide a shared database system. For the
Web page system embodiment, the data control program
comprises a Web page control program for manipulating
the Web page system, whereby the shared memory system
controls access to the Web page system to provide a shared
Web page system. For any of these particular embodiments,
the shared system uses a directory and operates the shared
memory system to maintain the directory within a shared
memory space, and the directory is organized as a plurality
of sets stored within the shared memory space. Also, for an
object (e.g., file, database record, Web page, etc.) stored
within the shared system, a descriptor is generated that has
storage for a identifier being representative of a portion of a
shared memory space, and contiguous portions of the shared
memory space can be allocated, each represented by a
respective identifier, to provide reduced bookkeeping infor-
mation for the respective file and to optimize access to
physical storage for the file.

The foregoing and other objects, aspects, features, and
advantages of the invention will become more apparent from
the following description and from the claims.

BRIEF DESCRIPTION OF THE DRAWINGS

In the drawings, like reference characters generally refer
to the same parts throughout the different views. Also, the
drawings are not necessarily to scale, emphasis instead
generally being placed upon illustrating the principles of the
invention.

FIG. 1 is a conceptual block diagram of a distributed
addressable shared memory structured data storage system
according to the invention.

FIG. 2 is a diagram of one possible embodiment of the
system of FIG. 1, namely a distributed addressable shared
memory file system providing storage for computer files
such as source code files, wordprocessing documents files,
etc.

FIG. 3 is a graphical representation of the organization of
directory entries and associated file descriptors (also known
as “Inodes”), suitable for use with the file system of FIG. 2.
FIG. 4 is a diagram of an inode suitable for use with the file system of FIG. 2.

FIG. 5 illustrates a distributed shared memory computer network.

FIG. 6 is a functional block diagram that illustrates in more detail one distributed shared memory computer network of the type shown in FIG. 5.

FIG. 7 illustrates in more detail a shared memory subsystem suitable for practice with the network illustrated in FIG. 6.

FIG. 8 is a functional block diagram of one shared memory subsystem according to the invention.

FIG. 9 illustrates a directory page that can be provided by a shared memory subsystem of the type depicted in FIG. 8.

FIG. 10 illustrates a directory that can be distributed within a shared memory and formed of directory pages of the type illustrated in FIG. 9.

FIG. 11 illustrates in functional block diagram form a system that employs a directory according to FIG. 10 for tracking portions of a distributed shared memory.

DESCRIPTION

A network system 10 according to the invention includes a plurality of network nodes that access a memory space storing a structured store of data, such as a structured file system or a database. Each of the nodes includes at least a data control program which accesses and manages the structured store of data. The structured store of data may be stored in an addressable shared memory or the structured store may be stored in a more traditional fashion. For example, each node may be responsible for storing a particular element or elements of the structured store of data. In such an embodiment, the data control program can access a desired portion of the structured store using a globally unique identifier. The underlying system would translate the identifier into one or more commands for accessing the desired data, including network transfer commands. In another embodiment, the structured store of data is stored in an addressable shared memory space, which allows the nodes to transparently access portions of the structured store using standard memory access commands.

The system 10 can be a file system, a database system, a Web server, an object repository system, or any other structured storage system that maintains an organized set of data. As used herein, the term “Web server” means any processor which transmits data objects (such as Active X objects), applications (such as JAVA applets), or files (such as HTML files), to a requestor via Web protocols (e.g., http or ftp). In one disclosed embodiment, the system 10 is a file system that maintains various computer files. However, this is just one embodiment of the invention that is provided for illustrative purposes. The invention can be employed to provide any one of a plurality of structured storage systems (e.g., database system, Web page system, Intranet, etc.). The invention is not to be limited to the file system or other particular embodiments described herein.

Referring to FIG. 1, a network system 10 according to the invention includes a plurality of network nodes 12a–12d and an addressable shared memory space 20 that has a partition 22 for storing a structured store of data 28. Each of the nodes 12a–12d can include several sub-elements. For example, node 12a includes a processor 30a, a data control program 32a, and a shared memory subsystem 34a. In the disclosed embodiment, two of the nodes, 12a and 12c, include monitors that provide displays 40 and 42 graphically depicting the structured store of data 28 within the addressable shared memory space 20. The addressable shared memory space 20 interconnects each of the network nodes 12a–12d and provides each node 12a–12d with access to the structured store of data 28 contained within the addressable shared memory space 20.

A system 10 according to the invention can provide, among other things, each network node 12a–12d with shared control over the structured store of data 28 and, therefore, the system 10 can distribute control of the data store across the nodes of the network. To this end, each node of the system 10, such as node 12a, includes a data control program 32a that interfaces to a shared memory subsystem 34a. The data control program 32a can operate as a structured storage system, such as a file system, that is adapted to maintain a structured store of data and to employ the shared memory system as an addressable memory device that can store a structured store of data. At the direction of the data control program 32a, the shared memory subsystem 34a can access and store data within the addressable shared memory space 20. These cooperating elements provide a structured storage system that has a distributed architecture and thereby achieves greater fault tolerance, reliability, and flexibility than known structured storage systems that rely on centralized control and centralized servers. Accordingly, the invention can provide computer networks with distributively controlled and readily scaled file systems, database systems, Web page systems, object repositories, data caching systems, or any other structured storage system.

Still referring to FIG. 1, the system 10 of the invention maintains within the addressable shared memory space 20 a structured store of data 28. Each of the nodes 12a–12d can access the addressable shared memory space 20 through the shared memory subsystems 34a–34d. Each of the shared memory subsystems 34a–34d provides its node with access to the addressable shared memory space 20. The shared memory subsystems 34a–34d coordinate each of the respective node’s memory access operations to provide access to the desired data and maintain data coherency within the addressable shared memory space 20. This allows the interconnected nodes 12a–12d to employ the addressable shared memory space 20 as a space for storing and retrieving data. At least a portion of the addressable shared memory space 20 is supported by a physical memory system that provides persistent storage of data. For example, a portion of the addressable shared memory space 20 can be assigned or mapped to one or more hard disk drives that are on the network or associated with one or more of the network nodes 12a–12d as local hard disk storage for those particular nodes. Accordingly, FIG. 1 illustrates that systems of the invention have shared memory subsystems providing the network nodes with access to an addressable shared memory space, wherein at least a portion of that space is assigned to at least a portion of one or more of the persistent storage memory devices (e.g., hard disks) to allow the nodes addressably to store and retrieve data to and from the one or more persistent storage memory devices. A preferred embodiment of such an addressable shared memory space is described in the commonly-owned U.S. patent application Ser. No. 08/754,481 filed Nov. 22, 1996, and incorporated by reference above.

Therefore, one realization of the present invention is that each of the nodes 12a–12d can employ its respective shared memory subsystem as a memory device that provides persistent data storage.

Each of the data control programs 32a–32d is a software module that couples to the respective shared memory sub-
system 34a–34d in a way that operates similarly to an interface between a conventional data storage program and a local memory device. For example, the data control programs can store data, and collect data from the shared memory subsystem 34a. Because the shared memory subsystems coordinate the memory accesses to the addressable shared memory space 20, each of the data control programs is relieved from having to manage and coordinate its activities with the other data control programs on the network or from having to manage and coordinate its activities with one or more central servers. Accordingly, each of the data control programs 32a–32d can be a peer incarnation (i.e., an instance) residing on a different one of the network nodes 12a–12d and can treat the respective shared memory subsystem 34a–34d as a local memory device such as a local hard disk.

One or more of the data control programs 32a–32d can provide a graphical user interface 42 that graphically depicts the structured store of data 28 contained within the addressable shared memory space 20. The graphical user interface 42 allows a user at a node, for example at node 12a, to insert data objects graphically within the structured store of data 28. To this end, the data control program 32a can generate a set of commands that will present a stream of data to the shared memory subsystem 34a and the shared memory subsystem 34a will employ the data stream to store an object within the structured store of data 28. Similarly, the other shared memory subsystems 34b–34d can provide information to their respective nodes that is indicative of this change to the structured store of data 28. Accordingly, as shown depicted in FIG. 1 for node 12c; only for simplicity, that node (which includes a graphical user interface 40) reflects the change to the structured store of data 28 affected by the data control program 32a of the node 12a. In particular, the graphical user interface 40 of the node 12c can depict to a user that an object is being placed within the structured store of data 28. For example, the addressable shared memory space 20 also contains the data objects 50a–50c which can be placed within the structured store data 28 to become part of that structured data store. As illustrated, a system user at node 12a can direct object 50a to be inserted at a set location within the data store 28. The data control program 32a then directs the shared memory subsystem 34a to place the object 50a within the data store 28 at the proper location. Moreover, the shared memory subsystem 34c on node 12c detects the change within the data store 28 and reflects that change within the graphical user interface 40.

Referring now to FIG. 2, a file system 60 is a particular embodiment according to the invention that employs the properties of the addressable shared memory space 20 to implement what looks to all network nodes like a coherent, single file system when in fact it spans all network nodes coupled to the addressable shared memory space 20. The file system 60 of FIG. 2 differs from known physical and distributed file systems in a variety of ways. In contrast to known physical file systems which map a file organization onto disk blocks, the file system 60 according to the invention manages the mapping of a directory and file structure onto a distributed addressable shared memory system 20 which has at least a portion of its addressable space mapped or assigned to at least a portion of one or more persistent storage devices (e.g., hard disks) on the network. Unlike known distributed file systems, the file system 60 of the invention employs peer nodes, each of which have an incarnation or instance of the same data control program. Also, unlike known file systems generally, the file system 60 of the invention: maintains data coherence among network nodes; automatically replicates data for redundancy and fault tolerance; automatically and dynamically migrates data to account for varying network usage and traffic patterns; and provides a variety of other advantages and advances, some of which are disclosed in the commonly-owned U.S. patent application Ser. No. 08/754,481 filed Nov. 22, 1996, and incorporated by reference above.

Still referring to FIG. 2, the file system 60 resides in part within the addressable shared memory space 20, and includes a structured store of data 62, a super root 64, file sets 66–74, directory entry 80, and file or document 82. Two network nodes 84 and 86 are shown accessing the addressable shared memory space 20 (in the manner described previously with reference to FIG. 1) via the logical drives 90 and 94. Application programs 92 and 96 executing on the nodes interact with the data control programs (not shown in FIG. 2 but shown in FIG. 1) as 32a–32d and cause the data control programs in the nodes to access the logical drives 90 and 94. In the disclosed embodiment, the logical drives are DOS devices that "connect to" the file system entries via Installable File System drivers associated with the file system 60.

The file system 60 supports one global file system per addressable shared memory space 20 shared by all of the network nodes. This global file system is organized into one or more independent collections of files, depicted as the filesets 66–74. A fileset can be thought as logically equivalent to a traditional file system partition. It is a collection of files organized hierarchically as a directory tree structure rooted in a root directory. The non-leaf nodes in the tree are the directories 80, and the leaves in the tree are regular files 82 or empty directory entries. Sub-directory trees within a fileset can overlap by linking a file to multiple directories.

A benefit of breaking up the file system 60 into filesets 66–74 is that it provides more flexible file system management for users of the file system 60. As the file system 60 grows into very large sizes (e.g., hundreds of nodes with thousands of gigabits of storage), it is desirable to have the files organized into groups of management entities such that management actions can be independently applied to individual groups without affecting the operation of the others. The filesets in the addressable shared memory space 20 are described and enumerated in a common structure, the root 64 of which provides the starting point to locate the filesets in the addressable shared memory space 20. The root 64 can be stored in a static and well-known memory location in the addressable shared memory space 20, and it can be accessed via a distributed shared memory subsystem program interface. When a node is accessing a fileset for the first time, it first looks up the root 64 to determine the identifier associated with the fileset, e.g., the shared memory address used to access the fileset. Once it has determined the identifier, the node can access the root directory of the fileset. From the root directory, it can then traverse the entire fileset directory tree to locate the desired file. Filesets used by the file system 60 are described in greater detail below under the heading "Fileset."

Referring to FIG. 3, in the disclosed embodiment of the file system 60 according to the invention, a directory 126 (such as the directory 80 of FIG. 2) is accessed by starting at a directory node or descriptor 128 containing an address that points to a directory entry stream descriptor 130. This descriptor 130 is a pointer to a block of data containing directory entries for files File 1 through File 3. The directory entry for File 1 has a number of entries; one of the entries
is a string containing the name of the file and another entry is the address of the Inodes and stream descriptors 132. The stream descriptors for File 1 are used to locate and retrieve the various 4 kilobyte pages in the addressable shared memory space 20 that constitute File 1. Other files are retrieved and constructed from the addressable shared memory space 20 in the same fashion. The directories used by the file system 60 are described in greater detail below under the heading “Directory.”

In the embodiment of the file system 60 disclosed in FIG. 4, a file 98 (such as the file 82 of FIG. 2) is represented by one or more shared pages of data 100, 102, 104, 106, and 108 in the addressable shared memory space 20. Each file 98 has a file Inode or descriptor 110 that includes various file attributes 112. The file descriptor 110 contains an address that points to a data stream descriptor 114, and the data stream itself includes one or more addresses 116, 118, 120, 122, and 124 that point to particular pages in the addressable shared memory space 20. In the disclosed embodiment, each page is the atomic unit in the addressable shared memory space 20, and it contains up to 4 kilobytes of data. Even if the entire 4 kbytes is not needed, an entire page is used. This is illustrated by the page 108 that only contains about 2 kbytes of data. The files used by the file system 60 are described in greater detail below under the heading “Files.”

FILESET

The filesets are the basic unit for the file system 60. Each fileset is identified with a name having up to 255 characters. The file system 60 exports a set of fileset level operations that allow an administrator to manage the filesets through the following type of actions.

Fileset Creation

This operation creates a new fileset. The fileset is initially created with one file, the empty root directory. A default fileset is created automatically at the initialization of the addressable shared memory space 20.

Fileset Deletion

This operation deletes a fileset. All files in the fileset are removed, and all shared memory space allocated to the files in the fileset is discarded and the backing physical storage freed for new storage. The file system 60 will only allow deletion of a fileset until there are no open handles to file data stream in the fileset. In order to ready a fileset for deletion, the fileset must be “shutdown” by putting it off-line.

Fileset Enumeration

This operation enumerates a specific fileset, or all the filesets, in the addressable shared memory space 20.

Fileset Control

This operation performs fileset level control routines such as setting fileset attributes.

Mount Export Control

Directory are attached to local devices, i.e. “mounted” using parameters stored in the Windows NT registry, or some other similar central storage area for such information.

When first started up, the data control program 60 accesses the central storage and determines which filesets should be mounted. The data control program creates a file object representing each fileset identified by the entries in the central storage. In some embodiments an API may be provided which allows the data control program 60 to dynamically mount and unmount filesets by making appropriate API calls.

The users of the file system 60 are not aware of the shared memory “logical volume,” but rather view each fileset as a volume (or partition in the sense of a traditional physical file system). The Win32 GetVolumeInformation is used to get information on the fileset (more precisely, on the logical device on which the fileset is attached to). Because all the filesets share the same pool of the storage in the addressable shared memory space 20, the total volume size returned to the user for each fileset is the current aggregate storage capacity in the addressable shared memory space 20. The same approach is taken for the total free space information, and the aggregate value of the addressable shared memory space 20 is returned for each fileset.

DIRECTORY

Directory entry scanning is one of the most frequently performed operations by user applications. It is also may be the most visible operation in terms of performance. Consequently, much attention is directed to making the directory scan efficient and the Windows NT Files System (NTFS) duplicates sufficient file Inode information in the directory entry such that a read directory operation can be satisfied by scanning and reading the directory entries without going out to read the information from the file Inodes. The problem with this scheme is that the doubly stored file metadata, such as the file time stamps and file size, can be updated quite frequently, making the metadata update more expensive. However, this overhead is considered acceptable in face of the performance gained in directory scan operations.

The file system 60 adopts the same philosophy of providing efficient directory scanning by duplicating file Inode information in directory entries. Each directory entry contains sufficient information to satisfy the Win32 query file information requests. The file Inode is stored with the file stream descriptors on a separate page. The Inode is located via a pointer in the directory entry. The file system’s directory entries are stored in the directory file’s directory entry data stream. To maximize space utilization, each directory entry is allocated on the first available free space in a page that can hold the entire entry. The length of the entry varies depending on the length of the file’s primary name. The following information is part of the directory entry: creation time; change time; last write time; last accessed time; pointers to stream descriptor; pointer to parent directory Inode; MS-DOS type file attributes; and MS-DOS style file name (8.3 naming convention). For average file name lengths, a page contains up to about 30 entries. All the file information in the directory entry is also contained in the file Inode, except for the file primary name and MS-DOS file name. The file primary names and associated short names are only stored in the directory entries. This makes the Inode size fixed.

When a file information is modified (except for file names), the Inode is updated in the context of the update transaction and therefore always contains the most up-to-date information. The associated directory entry change is lazily flushed to reduce the cost of double updating. This means the Inode updates are either flushed or recoverable, but not the corresponding directory entry updates. If the directory entry gets out of sync with the Inode (when the Inode change is successfully flushed but not the directory change), the entry is updated the next time the Inode is updated. In order to facilitate synchronization of directory updates, the directory entries (Inodes) can not span multiple pages. FIG. 3 illustrates the organization of directory entries and associated Inodes.

FILES

A file of the file system 60 comprises streams of data and the file system metadata to describe the file. Files are
described in the file system 60 by objects called Inodes. The Inode is a data structure that stores the file metadata. It represents the file in the file system 60.

A data stream is a logically contiguous stream of bytes. It can be the data stored by applications or the internal information stored by the file system 60. The data streams are mapped onto pages allocated from the addressable shared memory space 20 for storage. The file system 60 segments a data stream into a sequence of 4 kilobyte segments, each segment corresponding to a page. The file system 60 maintains two pieces of information per data stream: the number of bytes in the data stream; and the allocation size in number of pages. The byte-stream to segment/page mapping information is part of the file metadata and is stored in a structure called data stream descriptor. See FIG. 4.

Users' requests for data are specified in terms of range of bytes and the position of the starting byte measured by its offset from the beginning of the data stream, byte position zero. The file system 60 maps the offset into the page containing the starting byte and the intra-page offset from the beginning of the page.

Every file of the file system 60 has at least two data streams: the default data stream; and the Access Control List (ACL) stream. Each file may optionally have other data streams. The ACL stream is used to store the security Access Control Lists set on the file. Each data stream is individually named so that the user can create or open access to a specific data stream. The name of the default data stream is assumed to be the primary name of the file. To access a data stream, the user of the file system 60 must first open a file handle to the desired data stream by name. If the file name is used then the handle to the default data stream is opened. This open file handle represents the data stream in all the file system services that operate on the data stream.

The file system 60 exports a set of services to operate at the file level. The input to the services are the file object handle (Inode) or the data stream object handle, and the operation specific parameters, including the desired portions of the data stream in byte positions.

Open files are represented by data stream objects (or just file objects). Users access files using these file objects, identified to the users through file handles. A file handle is a 32-bit entity representing an instance of an open file stream. For example, WindowsNT creates the file object and returns a file handle to the user as a response to the file request for file creation or file open. The file system 60 initializes a pointer to a file control block. Multiple file objects point to the same file control block and each file control block maintains separate stream objects for each open context. Externally, the file handle is opaque to the users. Multiple opens can be issued against the same file. When the user closes a file, the file object and the associated file handle is removed.

The file system 60 maps file streams into sequences of segments which become progressively larger; each segment corresponds to one or more pages. The file system 60 attempts to reserve contiguous pages for data streams but only allocates real backing storage on an as needed basis, usually as a result of a file extension request by writing beyond the data stream allocation size. When a file extension request is received, the file system 60 rounds the extension size in number of bytes up to a multiple of 4 kilobytes to make it an integer number of pages, and requests pages for actual allocation. The number of 4 kilobyte pages allocated by the file system depends on the number of file extension requests made. The file system 60 allocates one 4 kilobyte page for the first extension request, two 4 kilobyte pages for the second request, four 4 kilobyte pages for the third extension request, and so on. The newly allocated pages are zero filled. By reserving contiguous pages, the file system 60 can reduce the amount of bookkeeping information on the byte offset to page mapping. The file system 60 reserves (sometimes much) larger than requested memory space for a file, and substantiates the storage by allocating backing storage page by page.

Four kilobyte allocation segments are chosen to reduce the unused storage space and yet provide a reasonable allocation size for usual file extensions. Since allocation is an expensive operation (most likely involving distributed operations), smaller allocation size is not efficient. Larger allocation size would lead to inefficient space utilization, or additional complexity to manage unused space. A 4 kilobyte segment also maps naturally to a page, simplifying the data stream segment to page mapping. Although an analogy could be made with the NTFS's allocation policy of 4 kilobyte clusters (segment) size for large disks to speed up allocation and reduce fragmentation, such analogy is not completely valid because the actual on-disk allocation segment size depends greatly on the local disk size and the physical file systems.

Similar to the NTFS, which controls the allocation of each disk partition and therefore can quickly determine the free volume space available for allocation, the file system 60 requests the total available space information and uses this information to quickly determine whether to proceed with the allocation processing. If the total available space is less than the required allocation size, the request is denied immediately. Otherwise, the file system 60 will proceed to allocate the pages to satisfy the request. The fact that the file system 60 can proceed with the allocation does not guarantee that the allocation will succeed, because the actual total available space may change constantly.

The file system 60 takes advantage of the page level replication capability of the underlying distributed addressable shared memory system 20 disclosed in the U.S. patent application incorporated by reference above. Page level replication allows the system to provide file replication. The data streams of a replicated file are backed by pages, which are themselves replicated. In this way, data streams are replicated automatically without intervention of the file system 60. The extra space consumed by the multiple replicas is not reflected in the file (data stream) sizes. The stream allocation size still reports the total allocation size in pages required for one replica. The pages backing temporary files, however, are not replicated.

**FILE ACCESS AND RESOURCE SHARING - LOCKING**

The shared memory provides the distribution mechanism for resource sharing among peer nodes running the file system 60 software. Each instance of the file system 60 on each network node views the shared memory resources (i.e., pages) as being shared with other local or remote threads. The file system 60 needs a way to implement high level, file system locks to provide consistent resource sharing. Any concurrency control structure can be used to implement locks, such as lock objects or semaphores. In database applications, locking may also be achieved by implementing concurrency control structures associated with database indices or keys. In file system applications access to files or directories may be controlled. Another example of file system locks is Byte Range Locking, which provides the...
users the ability to coordinate shared access to files. A byte range lock is a lock set on a range of bytes of a file. Coordinated shared access to a file can be accomplished by taking locks on the desired byte ranges. In general, the high level file system lock works in the following fashion: (a) a file system resource is to be shared by each file system instance, and the access to the resource is coordinated by a locking protocol using a lock object data structure that represents the high level lock to coordinate the shared resource, and it is the value of the data structure that represents the current state of the lock; (b) to access the resource, the instance at each node must be able to look at the state (or value) of the lock data structure, and if it is “free,” modify it so that it becomes “busy,” but if it is “busy,” then it has to wait to become “free,” and there could be intermediate states between “free” and “busy” (i.e., more than two lock states), but in any event, in this byte range locking example, a lock is a description of a certain byte range being shared/exclusively locked by some thread of the file system, and a conflicting new byte range lock request that falls in or overlaps the already locked byte range will be denied or the requester may block (depending on how the request was made); and (c) access to or modification of the lock data structure by each node’s instance needs to be serialized so that it in turn can then be used to coordinate high level resource sharing.

The locking features and capabilities of the shared memory engine described in the U.S. patent application Ser. No. 08/754,481, incorporated by reference above, allow the file system to coordinate access to pages. The engine can also be used to coordinate access to resources, but in the case of complex high level resource locking such as Byte Range Locking, using the engine’s locking features and capabilities directly to provide locks may be too costly for the following reasons: (a) each byte range lock would require a page representing the lock, and since the number of byte range locks can be large, the cost in terms of page consumption may be too high; and (b) the engine locks only provide two lock states (i.e., shared and exclusive), and high level file system locks may require more lock states.

The file system of the invention implements the file system locking using the engine locking as a primitive to provide serialization to access and update the lock data structures. To read a lock structure, the file system takes a shared lock on the data structure’s page using the engine locking features and capabilities before it reads the page to prevent the data structure being modified. To modify the lock structure, it sets a exclusive lock on the page. The page lock is taken and released as soon as the lock structure value is read or modified.

With the serialization provided by the page locking and the page invalidation notification, the file system implements the high level locks in the following way: (a) to take a file system lock (FS lock), the file system sets a shared lock on the FS lock page and reads the page and then examines the lock structure; (b) if the lock structure indicates the resource is unlocked or locked in compatible lock mode, then the file system requests to exclusively lock the page, and this guarantees only one file system node instance can modify the lock data structure, and if the request succeeds then the file system writes maps the lock page and then changes the lock structure to set the lock and unlocks the page and sets page access to none; and (c) if the resource is locked in incompatible lock mode, the file system unlocks the page but retains the page read mapped, and it then puts itself (the current thread) in a queue and waits for a system event notifying that the lock value has changed, and when the lock value does change then the file system thread gets notified and repeats the step (a) above. The file system implements the notification using a signal primitive. The file system threads waiting for a lock are blocked on a system event. When the page containing the lock changes, a signal is sent to each blocked file system thread. Each blocked file system thread then wakes up and repeats step (a). FS locks are stored in volatile pages.

**FILE ACCESS AND RESOURCE SHARING - BYTE RANGE LOCKING**

Byte Range Locking is a file system locking service exported to the users through the Win32 LockFile() and LockFileEx() API. It allows simultaneous access to different non-overlapping regions of a file data stream by multiple users. To access the data stream, the user locks the region (byte range) of the file to gain exclusive or shared read access to the region.

The file system supports byte range locking for each individual data stream of the file. The following Win32-style byte range locking behavior is supported: (a) locking a region of a file is used to acquire shared or exclusive access to the specified region of the file, and the file system will track byte range locks by file handle, therefore file handles provide a way to identify uniquely the owner of the lock; (b) locking a region that goes beyond the current end-of-file position is not an error; (c) locking a portion of a file for exclusive access denies all other processes both read and write access to the specified region of the file, and locking a portion of a file for shared access denies all other processes write access to the specified region of the file but allows other processes to read the locked region, and this means that the file system must check byte range locks set on the data stream not only for lock requests but for every read or write access; (d) if an exclusive lock is requested for a region that is already locked either shared or exclusively by other threads, the request blocks or fails immediately depending on the calling option specified; and (e) locks may not overlap an existing locked region of the file.

For each byte range lock, the file system creates a byte range lock record to represent the lock. The record contains the following information: (a) byte range; (b) lock mode (shared or exclusive); (c) process identification; and (d) a Win32 lock key value.

The file system regards the file byte ranges as resources with controlled access. For each byte range lock record, the file system creates a file system lock (as discussed above) to coordinate the access to the byte range “resource.” A compatible byte range lock request (share lock) translates into taking read lock on the file system lock associated with the byte range record. An exclusive byte range lock request is mapped to taking write lock on the file system lock.

Using the file system locking mechanism discussed above, lock requests waiting on the page containing the desired byte range will be notified when the page content changes.

**Addressable Shared Memory Space**

Having described the invention and various embodiments thereof in some detail, a more detailed description is now provided of the addressable shared memory space that is disclosed in the commonly-owned U.S. patent application Ser. No. 08/754,481 filed Nov. 22, 1996, and incorporated by reference above. All of the information provided below is contained in that patent application.

The addressable shared memory system disclosed in the U.S. patent application incorporated by reference is an
“engine” that can create and manage a virtual memory space that can be shared by each computer on a network and can span the storage space of each memory device connected to the network. Accordingly, all data stored on the network can be stored within the virtual memory space and the actual physical location of the data can be in any of the memory devices connected to the network.

More specifically, the engine or system can create or receive, a global address signal that represents a portion, for example 4k bytes, of the virtual memory space. The global address signal can be decoupled from, i.e., unrelated to, the physical and identifier spaces of the underlying computer hardware, to provide support for a memory space large enough to span each volatile and persistent memory device connected to the system. For example, systems of the invention can operate on 32-bit computers, but can employ global address signals that can be 128 bits wide. Accordingly, the virtual memory space spans 2^128 bytes, which is much larger than the 2^32 address space supported by the underlying computer hardware. Such an address space can be large enough to provide a separate address for every byte of data storage on the network, including all RAM, disk and tape storage.

For such a large virtual memory space, typically only a small portion is storing data at any time. Accordingly, the system includes a directory manager that tracks those portions of the virtual memory space that are in use. The system provides physical memory storage for each portion of the virtual memory space in use by mapping each such portion to a physical memory device, such as a RAM memory or a hard-drive. Optionally, the mapping includes a level of indirection that facilitates data migration, fault-tolerant operation, and load balancing.

By allowing each computer to monitor and track which portions of the virtual memory space are in use, each computer can share the memory space. This allows the networked computers to appear to have a single memory, and therefore can allow application programs running on different computers to communicate using techniques currently employed to communicate between applications running on the same machine.

In one aspect, the invention of the above-identified incorporated-by-reference U.S. patent application can be understood to include computer systems having a addressable shared memory space. The systems can comprise a data network that carries data signals representative of computer readable information a persistent memory device that couples to the data network and that provides persistent data storage, and plural computers that each have an interface that couples to the data network, for accessing the network to exchange data signals therewith. Moreover, each of the computers can include a shared memory subsystem for mapping a portion of the addressable memory space to a portion of the persistent storage to provide addressable persistent storage for data signals.

In a system that distributes the storage across the memory devices of the network, the persistent memory device will be understood to include a plurality of local persistent memory devices that each couple to a respective one of the plural computers. To this same end, the system can also include a distributor for mapping portions of the addressable memory space across the plurality of local persistent memory devices and a disk directory manager for tracking the mapped portions of the addressable memory space to provide information representative of the local persistent memory device that stores that portion of the addressable memory space mapped thereon.

The systems can also include a cache system for operating one of the local persistent memory devices as a cache memory for cache storing data signals associated with recently accessed portions of the addressable memory space. Further the system can include a migration controller for selectively moving portions of the addressable memory space between the local persistent memory devices of the plural computers. The migration controller can determine and respond to data access patterns, resource demands or any other criteria or heuristic suitable for practice with the invention. Accordingly, the migration controller can balance the loads on the network, and move data to nodes from which it is commonly accessed. The cache controller can be a software program running on a host computer to provide a software managed RAM and disk cache. The RAM can be any volatile memory including SRAM, DRAM or any other volatile memory. The disk can be any persistent memory including any disk, RAID, tape or other device that provides persistent data storage.

The systems can also include a coherent replication controller for generating a copy, or select number of copies, of a portion of the addressable memory space maintained in the local persistent memory device of a first computer and for storing the copy in the local persistent memory device of a second computer. The coherent replication controller can maintain the coherency of the copies to provide coherent data replication.

The systems can also be understood to provide integrated control of data stored in volatile memory and in persistent memory. In such systems a volatile memory device has volatile storage for data signals, and the shared memory subsystem includes an element, typically a software module, for mapping a portion of the addressable memory space to a portion of the volatile storage. In these systems the volatile memory device can be comprised of a plurality of local volatile memory devices each coupled to a respective one of the plural computers, and the persistent memory device can be comprised of a plurality of local persistent memory devices each coupled to a respective one of the plural computers.

In these systems, a directory manager can track the mapped portions of the addressable memory space, and can include two sub-components; a disk directory manager for tracking portions of the addressable memory space mapped to the local persistent memory devices, and a RAM directory manager for tracking portions of the addressable memory space mapped to the local volatile memory devices. Optionally, a RAM cache system can operate one of the local volatile memory devices as a cache memory for cache storing data signals associated with recently accessed portions of the addressable memory space.

The systems can include additional elements including a paging element for remapping a portion of the addressable memory space between one of the local volatile memory devices and one of the local persistent memory devices; a policy controller for determining a resource available signal representative of storage available on each of the plural computers and, a paging element that remaps the portion of addressable memory space from a memory device of a first computer to a memory device of a second computer, responsive to the resource available signal; and a migration controller for moving portions of addressable memory space between the local volatile memory devices of the plural computers.

Optionally, the systems can include a hierarchy manager for organizing the plural computers into a set of hierarchical
groups wherein each group includes at least one of the plural computers. Each the group can include a group memory manager for migrating portions of addressable memory space as a function of the hierarchical groups.

The system can maintain coherency between copied portions of the memory space by including a coherent replication controller for generating a coherent copy of a portion of addressable memory space.

The system can generate or receive global address signals. Accordingly, the systems can include an address generator for generating a global address signal representative of a portion of addressable memory space. The address generator can include a spanning unit for generating global address signals as a function of a storage capacity associated with the persistent memory devices, to provide global address signals capable of logically addressing the storage capacity of the persistent memory devices.

In distributed systems, the directory manager can be a distributed directory manager for storing within the distributed memory space, a directory signal representative of a storage location of a portion of the addressable memory space. The distributed directory manager can include a directory page generator for allocating a portion of the addressable memory space and for storing therein an entry signal representative of a portion of the directory signal. The directory page generator optionally includes a range generator for generating a range signal representative of a portion of the addressable memory space, and for generating the entry signal responsive to the range signal, to provide an entry signal representative of a portion of the directory signal that corresponds to the portion of the addressable memory space. Moreover, the distributed directory manager can include a linking system for linking the directory pages to form a hierarchical data structure of the linked directory pages as well as a range linking system for linking the directory pages, as a function of the range signal, to form a hierarchical data structure of linked directory pages.

As the data stored by the system can be homeless, in that the data has no fixed physical home, but can migrate, as resources and other factors dictate, between the memory devices of the network, a computer system according to the invention can include a directory page generator that has a node selector for generating a responsible node signal representative of a select one of the plural computers having location information for a portion of the shared address space. This provides a level of indirection that decouples the directory from the physical storage location of the data. Accordingly, the directory needs only to identify the node, or other device, that tracks the physical location of the data. This way, each time data migrates between physical storage locations, the directory does not have to be updated, since the node tracking the location of the data has not changed and still provides the physical location information.

Accordingly, the system can include page generators that generate directory pages that carry information representative of a location monitor, such as a responsible computer node, that tracks a data storage location, to provide a directory structure for tracking homeless data. Moreover, the directory itself can be stored as pages within the virtual memory space. Therefore, the data storage location can store information representative of a directory page, to store the directory structure as pages of homeless data.

In another aspect, the invention of the above-identified, incorporated-by-reference U.S. patent application can be understood as methods for providing a computer system having a addressable shared memory space. The method can include the steps of providing a network for carrying data signals representative of computer readable information, providing a hard-disk, coupled to the network, and having persistent storage for data signals, providing plural computers, each having an interface, coupled to the data network, for exchanging data signals between the plural computers, and assigning a portion of the addressable memory space to a portion of the persistent storage of the hard disk to provide addressable persistent storage for data signals.

Turning now to the drawings related to the addressable shared memory system or engine of the above-identified, incorporated-by-reference U.S. patent application, FIG. 5 illustrates a computer network 10 that provides a shared memory that spans the memory space of each node of the depicted computer network 210.

Specifically, FIG. 5 illustrates a computer network 210 that includes a plurality of nodes 212a-212c, each having a CPU 214, an operating system 216, an optional private memory device 218, and a shared memory subsystem 220. As further depicted in by FIG. 5, each node 212a-212c connects via the shared memory subsystem 220 to a virtual shared memory 222. As will be explained in greater detail hereinafter, by providing the shared memory subsystem 220 that allows the node 212a-212c to access the virtual shared memory 222, the computer network 210 enables network nodes 212a-212c to communicate and share functionality using the same techniques employed by applications when communicating between applications running on the same machine. These techniques can employ object linking and embedding, dynamic link libraries, class registering, and other such techniques. Accordingly, the nodes 212 can employ the virtual shared memory 222 to exchange data and objects between application programs running on the different nodes 212 of the network 210.

In the embodiment depicted in FIG. 5, each node 212 can be a conventional computer system such as a commercially available IBM PC compatible computer system. The processor 214 can be any processor unit suitable for performing the data processing for that computer system. The operating system 216 can be any commercially available or proprietary operating system that includes, or can access, functions for accessing the local memory of the computer system and networking.

The private memory device 218 can be any computer memory device suitable for storing data signals representative of computer readable information. The private memory provides the node with local storage that can be kept inaccessible to the other nodes on the network. Typically the private memory device 218 includes a RAM, or a portion of a RAM memory, for temporarily storing data and application programs and for providing the processor 214 with memory storage for executing programs. The private memory device 18 can also include persistent memory storage, typically a hard disk unit or a portion of a hard disk unit, for the persistent storage of data.

The shared memory subsystem 220 depicted in FIG. 5 is an embodiment of the invention that couples between the operating system 216 and the virtual shared memory 222 and forms an interface between the operating system 216 and the virtual shared memory to allow the operating system 216 to access the virtual shared memory 222. The depicted shared memory subsystem 220 is a software module that operates as a stand-alone distributed shared memory engine. The depicted system is illustrative and other systems of the invention can be realized as shared memory subsystems that
can be embedded into an application program, or be implemented as an embedded code of a hardware device. Other such applications can be practiced without departing from the scope of the invention.

The depicted virtual shared memory 222 illustrates a virtual shared memory that is accessible by each of the nodes 212a–212c via the shared memory subsystem 220. The virtual shared memory 222 can map to devices that provide physical storage for computer readable data, depicted in FIG. 5 as a plurality of pages 224a–224d. In one embodiment, the pages form portions of the shared memory space and divide the address space of the shared memory into page addressable memory spaces. For example, the address space can be paged into 4K byte sections. In other embodiments alternative granularity can be employed to manage the shared memory space. Each node 212a–212c through the shared memory subsystem 220 can access each page 224a–224d stored in the virtual shared memory 222. Each page 224a–224d represents a unique entry of computer data stored within the virtual shared memory 222. Each page 224a–224d is accessible to each one of the nodes 212a–212c, and alternatively, each node can store additional pages of data within the virtual shared memory 222. Each newly stored page of data can be accessible to each of the other nodes 212a–212c. Accordingly, the virtual shared memory 222 provides a system for sharing and communicating data between each node 212 of the computer network 210.

FIG. 6 illustrates in functional block diagram form a computer network 230 that has a distributed shared memory. In this embodiment, each node 212a–212c has a memory subsystem 232 that connects between the operating system 216 and the two local memory devices, the RAM 234 and the disk 236, and that further couples to a network 238 that couples to each of the depicted nodes 212a, 212b and 212c and to a network memory device 226.

More particularly, FIG. 6 illustrates a distributed shared memory network 30 that includes a plurality of nodes 212a–212c, each including a processing unit 214, an operating system 216, a memory subsystem 232, a RAM 234, and a disk 236. FIG. 6 further depicts a computer network system 38 that connects between the nodes 212a–212c and the network memory device 226. The network 238 provides a network communication system across these elements.

The illustrated memory subsystems 232a–232c that connect between the operating system 216–216c, the memory elements 234a–234c, 236a–236c, and the network 238, encapsulate the local memories of each of the nodes to provide an abstraction of a shared virtual memory system that spans across each of the nodes 212a–212c on the network 238. The memory subsystems 232a–232c can be software modules that act as distributors to map portions of the addressable memory space across the depicted memory devices. The memory subsystems further track the data stored in the local memory of each node 212 and further operate network connections with network 238 for transferring data between the nodes 212a–212c. In this way, the memory subsystems 232a–232c access and control each memory element on the network 238 to perform memory access operations that are transparent to the operating system 216. Accordingly, the operating system 216 interfaces with the memory subsystem 232 as an interface to a global memory space that spans each node 212a–212c on the network 238.

FIG. 6 further depicts that the system 230 provides a distributed shared memory that includes persistent storage for portions of the distributed memory. In particular, the depicted embodiment includes a memory subsystem, such as subsystem 232a, that interfaces to a persistent memory device, depicted as the disk 236a. The subsystem 232a can operate the persistent memory device to provide persistent storage for portions of the distributed shared memory space. As illustrated, each persistent memory device 236 depicted in FIG. 6 has a portion of the addressable memory space mapped onto it. For example, device 236a has the portions of the addressable memory space, C1, C2, C3, mapped onto it, and provides persistent storage for data signals stored in those ranges of addresses.

Accordingly, the subsystem 232a can provide integrated control of persistent storage devices and electronic memory to allow the distributed shared memory space to span across both types of storage devices, and to allow portions of the distributed shared memory to move between persistent and electronic memory depending on predetermined conditions, such as recent usage.

In one optional embodiment, the nodes of the network are organized into a hierarchy of groups. In this embodiment, the memory subsystems 232a–232c can include a hierarchy manager that provides hierarchical control for the distribution of data. This includes controlling the migration controller, and policy controller, which are discussed in detail below, to perform hierarchical data migration and load balancing, such that data migrates primarily between computers of the same group, and passes to other groups in hierarchical order. Resource distribution is similarly managed.

FIG. 7 illustrates in more detail one shared memory subsystem 240 according to the invention. FIG. 7 depicts a shared memory subsystem 240, that includes an interface 242, a DSM directory manager 244, a memory controller 246, a local disk cache controller 248, and a local RAM cache controller 250. FIG. 7 further depicts the network 254, an optional consumer of the DSM system, depicted as the service 258, the operating system 216, a disk driver 260, a disk element 262, and a RAM element 264.

The shared memory subsystem 240 depicted in FIG. 7 can encapsulate the memory management operations of the network node 212 to provide a virtual shared memory that can span across each node that connects into the network 254. Accordingly, each local node 212 views the network as a set of nodes that are each connected to a large shared computer memory.

The depicted interface 242 provides an entry point for the local node to access the shared memory space of the computer network. The interface 242 can couple directly to the operating system 216, to a distributed service utility such as the depicted DSM file system 258, to a distributed user-level service utility, or alternatively to any combination thereof.

The depicted interface 242 provides an API that is a memory oriented API. Thus, the illustrated interface 242 can export a set of interfaces that provide low-level control of the distributed memory. As illustrated in FIG. 7, the interface 242 exports the API to the operating system 216 or to the optional DSM service 258. The operating system 216 or the service employs the interface 242 to request standard memory management techniques, such as reading and writing from portions of the memory space. These portions of the memory space can be the pages as described above which can be 4K byte portions of the shared memory space, or other units of memory, such as objects or segments. Each page can be located within the shared memory space which
is designated by a global address signal for that page of memory. The system can receive address signals from an application program or, optionally, can include a global address generator that generates the address signals. The address generator can include a spanning module that generates address signals for a memory space that spans the storage capacity of the network.

Accordingly, in one embodiment, the interface 242 receives requests to manipulate pages of the shared memory space. To this end, the interface 242 can comprise a software module that includes a library of functions that can be called by services, the OS 216, or other caller, or device. The function calls provide the OS 216 with an API of high level memory oriented services, such as read data, write data, and allocate memory. The implementation of the functions can include a set of calls to controls that operate the directory manager 244, and the local memory controller 246. Accordingly, the interface 242 can be a set of high level memory function calls to interface to the low-level functional elements of shared memory subsystem 240.

FIG. 7 further depicts a DSM directory manager 244 that couples to the interface 242. The interface 242 passes request signals that represent requests to implement memory operations such as allocating a portion of memory, locking a portion of memory, mapping a portion of memory, or some other such memory function. The directory manager 244 manages a directory that can include mappings that can span across each memory device connected to the network. The directory manager 244 stores a global directory structure that provides a map of the global address space. In one embodiment as will be explained in greater detail hereinafter, the directory manager 244 provides a directory that maps between global address signals and responsible nodes on the network. A responsible node stores information regarding the location and attributes of data associated with a respective global address, and optionally stores a copy of that page's data. Consequently, the directory manager 244 tracks information for accessing any address location within the identifier space.

The control of the distributed shared memory can be coordinated by the directory manager 244 and the memory controller 246. The directory manager 244 maintains a directory structure that can operate on a global address received from the interface 242 and identify, for that address, a node on the network that is responsible for maintaining the page associated with that address of the shared memory space. Once the directory manager 244 identifies which node is responsible for maintaining a particular address, the directory manager 244 can identify a node that stores information for locating a copy of the page, and make the call to the memory controller 246 of that node and pass to that node's memory controller the memory request provided by the memory interface 242. Accordingly, the depicted directory manager 244 is responsible for managing a directory structure that identifies for each page of the shared memory space a responsible node that tracks the physical location of the data stored in the respective page. Thus, the directory, rather than directly providing the location of the page, can optionally identify a responsible node, or other device, that tracks the location of the page. This indirectness facilitates maintenance of the directory as pages migrate between nodes.

The memory controller 246 performs the low level memory access functions that physically store data within the memory elements connected to the network. In the depicted embodiment, the directory manager 244 of a first node can pass a memory access request through the interface 242, to the network module of the OS 216, and across the network 254 to a second node that the directory manager 244 identifies as the responsible node for the given address. The directory manager 244 can then query the responsible node to determine the attributes and the current owner node of the memory page that is associated with the respective global address. The owner of the respective page is the network node that has control over the memory storage element on which the data of the associated page is stored. The memory controller 246 of the owner can access, through the OS 216 of that node or through any interface, the memory of the owner node to access the data of the page that is physically stored on that owner node.

In particular, as depicted in FIG. 7, the directory manager 244 couples to the network module 252 which couples to the network 254. The directory manager can transmit to the network module 252 a command and associated data that directs the network interface 252 to pass a data signal to the owner node. The owner node receives the memory request across network 254 and through network module 252 that passes the memory request to the interface 242 of that owner node. The interface 242 couples to the memory controller 246 and can pass the memory request to the local memory controller of that owner node for operating the local storage elements, such as the disk or RAM elements, to perform the requested memory operation.

Once the owner node has performed the requested memory operation, such as reading a page of data, the memory subsystem 240 of the owner node can then transfer the page of data, or a copy of the page of data, via the network 254 to the node that originally requested access to that portion of the shared memory. The page of data is transferred via the network 254 to the network module 252 of the requesting node and the shared memory subsystem 240 operates the memory controller 246 to store in the local memory of the requesting node a copy of the accessed data.

Accordingly, in one embodiment of the invention, when a first node accesses a page of the shared memory space which is not stored locally on that node, the directory manager 244 identifies a node that has a copy of the data stored in that page and moves a copy of that data into the local memory of the requesting node. The local memory manager manages both volatile and persistent, of the requesting node therefore becomes a cache for pages that have been requested by that local node. This embodiment is depicted FIG. 7 which depicts a memory controller that has a local disk cache controller 248 and a local RAM cache controller 250. Both of these local cache controllers can provide to the operating system 216, or other consumer pages of the shared memory space that are cache stored in the local memory of the node, including local persistent memory and local volatile memory.

The shared memory subsystem can include a coherent replication controller that maintains coherency between cached pages by employing a coherence through invalidation process, a coherence through migration process or other coherence process suitable for practice with the present invention. The coherent replication controller can automatically generate a copy of the data stored in each page and can store the copy in a memory device that is separate from the memory device of the original copy. This provides for fault tolerant operation, as the failure of any one memory device will not result in the loss of data. The coherent replication controller can be a software model that monitors all copies of pages kept in volatile memory and made available for
writing. The controller can employ any of the coherency techniques named above, and can store tables of location information that identifies the location information for all generated copies.

FIG. 8 illustrates in greater detail one embodiment of a shared memory subsystem according to the invention. The shared memory subsystem 270 depicted in FIG. 8 includes a remote operations element 274, a local RAM cache 276, a RAM copyset 278, a global RAM directory 280, a disk copyset 282, a global disk directory 284, a configuration manager 288, a policy element 290, and a local disk cache 94. FIG. 8 further depicts a network element 304, a physical memory 300, shared data element 302, a physical file system 298, which is part of the operating system 216, a configuration service 308, a diagnostic service 310, and a memory access request 312. The depicted subsystem 270 can be a computer program that couples to the physical memory, file system, and network system of the host node, or can be an electrical circuit card assemblies that interface to the host node, or can be a combination of programs and circuit card assemblies.

The flow scheduler 272 depicted in FIG. 8 can orchestrate the controls provided by an API of the subsystem 270. In one embodiment, the flow scheduler 272 can be a state machine that monitors and responds to the requests 312 and remote requests through network 304 which can be instructions for memory operations and which can include signals representative of the global addresses being operated on. These memory operation requests 312 can act as op-codes for primitive operations on one or more global addresses. They can be read and write requests, or other memory operations. Alternatively, the flow scheduler 272 can be a program, such as an interpreter, that provides an execution environment and can map these op-codes into control flow programs called applets. The applets can be independent executable programs that employ both environment services, such as threading, synchronization, and buffer management, and the elements depicted in FIG. 8. The API is capable of being called from both external clients, like a distributed shared memory file system, as well as recursively by the applets and the other elements 274-294 of the subsystem 270. Each element can provide a level of encapsulation to the management of a particular resource or aspect of the system. To this end, each element can export an API consisting of functions to be employed by the applets. This structure is illustrated in FIG. 8. Accordingly, the flow scheduler 272 can provide an environment to load and execute applets. The applets are dispatched by the flow scheduler 272 on a per op-code basis and can perform the control flow for sequential or parallel execution of an element to implement the op-code on the specified global address, such as a read or write operation.

Optionally, the flow scheduler 272 can include an element to change dynamically the applet at runtime as well as execute applets in parallel and in interpreted mode.

The depicted shared memory subsystem 270 includes a bifurcated directory manager that includes the global RAM directory 280 and the global disk directory 284. The global RAM directory 280 is a directory manager that tracks information that can provide the location of pages that are stored in the volatile memory, typically RAM, of the network nodes. The global disk directory 284 is a global disk directory manager that manages a directory structure that tracks information that can provide the location of pages that are stored on persistent memory devices. Together, the global RAM directory 280 and the global disk directory 284 provide the shared memory subsystem 270 with integrated directory management for pages that are stored in persistent storage and volatile memory.

In one embodiment a paging element can operate the RAM and disk directory managers to remap portions of the addressable memory space between one of the volatile memories and one of the persistent memories. In the shared memory system, this allows the paging element to remap pages from the volatile memory of one node to a disk memory of another node. Accordingly, the RAM directory manager passes control of that page to the disk directory manager which can then treat the page as any other page of data. This allows for improved load balancing, by removing data from RAM memory, and storing it in the disk devices, under the control of the disk directory manager.

The local memory controller of the subsystem 270 is provided by the local RAM cache 276 and the local disk cache 294. The local RAM cache 276 which couples to the physical memory 300 of the local node can access, as described above, the virtual memory space of the local node to access data that is physically stored within the RAM memory 300. Similarly, the local disk cache 294 couples to the persistent storage device 278 and can access a physical location that maintains in the local persistent storage data of the distributed shared memory.

FIG. 8 also depicts a remote operations element 274 that couples between the network 304 and the flow scheduler 272. The remote operations element 274 negotiates the transfer of data across the network 304 for moving portions of the data stored in the shared memory space between the nodes of the network. The remote operations element 274 can also request services from remote peers, i.e. invalidate to help maintain coherency or for other reasons.

FIG. 8 also depicts a policy element 290 that can be a software module that acts as a controller to determine the availability of resources, such as printer capabilities, hard-disk space, available RAM and other such resources. The policy controller can employ any of the suitable heuristics to direct the elements, such as the paging controller, disk directory manager, and other elements to dynamically distribute the available resources.

FIG. 8 further depicts a memory subsystem 270 that includes a RAM copyset 278 and a disk copyset 282. These copysets can manage copies of pages that are cached at a single node. The disk copyset 282 can maintain information on copies of pages that are stored in the local disk cache, which can be the local persistent memory. Similarly, the RAM copyset 278 can maintain information on copies of pages that are stored in the local RAM cache which can be the local RAM. These copysets encapsulate indexing and storage of copyset data that can be employed by applets or other executing code for purposes of maintaining the coherency of data stored in the shared memory space. The copyset elements can maintain copyset data that identifies the pages. Further, the copyset can identify the other nodes on the network that maintain a copy of that page, and can further identify for each page which of these nodes is the owner node, wherein the owner node can be a node which has write privileges to the page being accessed. The copysets themselves can be stored in pages of the distributed shared memory space.

The local RAM cache 276 provides storage for memory pages and their attributes. In one embodiment, the local RAM cache 276 provides a global address index for accessing the cached pages of the distributed memory and the attributes based on that page. In this embodiment, the local RAM cache 276 provides the index by storing in memory a list
of each global address cached in the local RAM. With each listed global address, the index provides a pointer into a buffer memory and to the location of the page data. Optionally, with each listed global address, the index can further provide attribute information including a version tag representative of the version of the data, a dirty bit representative of whether the RAM cached data is a copy of the data held on disk, or whether the RAM cached data has been modified but not yet flushed to disk, a volatile bit to indicate if the page is backed by backing store in persistent memory, and other such attribute information useful for managing the coherency of the stored data.

In the embodiment depicted in FIG. 8, the memory subsystem 270 provides the node access to the distributed memory space by the coordinated operation of the directory manager that includes the global RAM directory 280 and the global disk directory 284, the cache controller that includes the local RAM cache and the local disk cache elements 276 and 294, and the copyset elements which include the RAM copyset 278 and the disk copyset 282.

The directory manager provides a directory structure that indexes the shared address space. Continuinline with the example of a paged shared address space, the directory manager of the subsystem 270 allows the host node to access, by global addresses, pages of the shared memory space.

FIGS. 9 and 10 illustrate one example of a directory structure that provides access to the shared memory space. FIG. 9 depicts a directory page 320 that includes a page header. Each directory entry includes a range field 330, a responsible node field 332, and an address field 334. The directory pages can be generated by a directory page generator that can be a software module controlled by the directory manager. It will be understood that the directory manager can generate multiple directories, including one for the Global disk and one for the Global RAM directories. The depicted directory page 320 can be a page of the global address space, such as a 4K byte portion of the shared address space. Therefore, the directory page can be stored in the distributed shared memory space just as the other pages to which the directory pages provide access.

As further depicted in FIG. 9, each directory page 320 includes a page header which includes attribute information for that page header, which is typically metadata for the directory page, and further includes directory entries such as the depicted directory entries, 324 and 326, which provide an index into a portion of the shared address space wherein that portion can be one or more pages, including all the pages of the shared memory space. The depicted directory page 320 includes directory entries that index a selected range of global addresses of the shared memory space. To this end, the directory generator can include a range generator so that each directory entry can include a range field 330 that describes the start of a range of addresses that that entry locates.

Accordingly, each directory page 320 can include a plurality of directory entries, such as entries 324 and 326, that can subdivide the address space into a subset of address ranges. For example, the depicted directory page 320 includes two directory entries 324 and 326. The directory entries 324 and 326 can, for example, subdivide the address space into two sub-portions. In this example, the start address range of the directory entry 324 could be the base address of the address space, and the start address range of the directory entry 326 could be the address for the upper half of the memory space. Accordingly, the directory entry 324 provides an index for pages stored in the address space between the base address and up to the mid-point of the memory space and, in complement thereto, the directory entry 326 provides an index to pages stored in the address space that ranges from the mid-point of the address space to the highest address.

FIG. 9 further depicts a directory page 320 that includes, in each directory entry, a responsible node field 332 and the child page global address field 334. These fields 332, 334 provide further location information for the data stored in pages within the address range identified in field 330.

FIG. 10 depicts a directory page 340 formed from directory pages similar to those depicted in FIG. 9. FIG. 10 depicts that the directory page 340 includes directory pages 342, 350-354, and 360-366. FIG. 10 further depicts that the directory page 340 provides location information to the pages of the distributed shared memory space depicted in FIG. 10 as pages 370-384.

The directory page 342 depicted in FIG. 10 acts like a root directory page and can be located at a static address that is known to each node coupled to the distributed address space. The root directory page 342 includes three directory entries 344, 346, and 348. Each directory entry depicted in FIG. 10 has directory entries similar to those depicted in FIG. 9. For example, directory entry 344 includes a variable Co which represents the address range field 330, a variable Nj representative of the field 332, and a variable Cs representative of the field 334. The depicted root directory page 342 subdivides the address space into three ranges illustrated as an address range that extends between the address Co and Cd, a second address range that extends between the address Cd and Cg, and a third address range that extends between Cg and the highest memory location of the address space.

As further depicted in FIG. 10, each directory entry 344, 346, and 348 points to a subordinate directory page, depicted as directory pages 350, 352, and 354, each of which further subdivides the address range index by the associated directory entry of the root directory 342. In FIG. 9, this subdivision process continues as each of the directory pages 350, 352, and 354 both again have directory entries that locate subordinate directory pages including the depicted examples of directory pages 360, 362, 364, and 366.

The depicted example of directory pages 360, 362, 364, and 366 are each leaf entries. The leaf entries contain directory entries such as the directory entries 356 and 358 of the leaf entry 360, that store a range field 330 and the responsible node field 332. These leaf entries identify an address and a responsible node for the page in the distributed memory space that is being accessed, such as the depicted pages 370-384. For example, as depicted in FIG. 10, the leaf entry 356 points to the page 370 that corresponds to the range field 330 of the leaf entry 356, which for a leaf entry is the page being accessed. In this way, the directory structure 340 provides location information for pages stored in the distributed address space.

In the depicted embodiment of FIG. 10, a node selector can select a responsible node for each page, as described above, so that the leaf entry 356 provides information of the address and responsible node of the page being located. Accordingly, this directory tracks ownership and responsibility for data, to provide a level of indirection between the directory and the physical location of the data. During a memory access operation, the memory subsystem 270 passes to the responsible node indicated in the leaf entry 356 the address of the page being accessed. The shared memory...
subsystem of that node can identify a node that stores a copy of the page being accessed, including the owner node. This identification of a node having a copy can be performed by the RAM copyset or disk copyset of the responsible node. The node having a copy stored in its local physical memory, such as the owner node, can employ its local cache elements, including the local RAM cache and local disk cache to identify from the global address signal a physical location of the data stored in the page being accessed. The cache element can employ the operating system of the owner node to access the memory device that maintains that physical location in order that the data stored in the page can be accessed. For a read-memory operation, or for other similar operations, the data read from the physical memory of the owner node can be passed via the network to the memory subsystem of the node requesting the read and subsequently stored into the virtual memory space of the requesting node for use by that node.

With reference again to FIG. 10, it can be seen that the depicted directory structure 340 comprises a hierarchical structure. To this end, the directory structure 340 provides a structure that continually subdivides the memory space into smaller and smaller sections. Further, each section is represented by directory pages of the same structure, but indexes address spaces of different sizes. As pages are created or deleted, a linker inserts or deletes the pages from the directory. In one embodiment, the linker is a software module for linking data structures. The linker can operate responsive to the address ranges to provide the depicted hierarchical structure. Accordingly, the depicted directory 340 provides a scalable directory for the shared address space. Moreover, the directory pages are stored in the distributed address space and maintained by the distributed shared memory system. A root for the directory can be stored in known locations to allow for bootstrap of the system. Consequently, commonly used pages are copied and distributed, and rarely used pages are shuffled off to disk. Similarly, directory pages will migrate to those nodes that access them most, providing a degree of self-organization that reduces network traffic.

FIG. 11 depicts the directory of FIG. 10 being employed by a system according to the invention. In particular FIG. 11 depicts a system 400 that includes two nodes, 406a and 406b, a directory structure 340, and a pair of local memories having volatile memory devices 264a and 264b, and persistent memory devices 262a and 262b. Depicted node 406a includes an address consumer 408a, a global address 410a, and interface 242a, a directory manager 244a and a memory controller 246a. Node 406b has corresponding elements. The nodes are connected by the network 254. The directory 340 has a root page, directory pages A–F, and pages 1–5.

Each node 406a and 406b operates as discussed above. The depicted address consumers 408a and 408b can be an application program, file system, hardware device or any other such element that requests access to the virtual memory. In operation, the address consumers 408a and 408b request an address, or range of addresses, and the directory manager can include a global address generator that provides the consumer with the requested address, or a pointer to the requested address. As addresses get generated, the respective directory managers 244a and 244b generate directory pages and store the pages in the directory structure 340. As depicted, the directory structure 340 tracks the portions of the address space being employed by the system 400, and physical storage for each page is provided within the local memories.

As shown in FIG. 11, the data associated with the directory pages are distributively stored across the two local memories and duplicate copies can exist. As described above and now illustrated in FIG. 11, the data can move between different local memories and also move, or page, between volatile and persistent storage. The data movement can be responsive to data requests made by memory users like application programs, or by operation of the migration controller described above. As also described above, the movement of data between different memory locations can occur without requiring changes to the directory 340. This is achieved by providing a directory 340 that is decoupled from the physical location of the data by employing a pointer to a responsible node that tracks the data storage location. Accordingly, although the data storage location can change, the responsible node can remain constant, thereby avoiding any need to change the directory 340.

Variations, modifications, and other implementations of what is described herein will occur to those of ordinary skill in the art without departing from the spirit and the scope of the invention as claimed. Accordingly, the invention is to be defined not by the preceding descriptive illustration but instead by the spirit and scope of the following claims.

What is claimed is:

1. A method for providing distributed control over a structured store of data, comprising:
   - providing a plurality of nodes inter-connected by a network, each of the plurality of nodes sharing a shared addressable memory space of a shared memory system and including (i) an interface for accessing the network, (ii) a local volatile memory device coupled to the node and providing volatile storage, (iii) a local persistent memory device coupled to the node and providing persistent storage, and (iv) a shared memory subsystem for mapping a portion of the shared addressable memory space to at least a portion of the persistent and volatile storage to provide thereby addressable persistent and volatile storage accessible by each of the plurality of nodes, the shared memory system including (a) a distributor for mapping portions of the addressable memory space across the plurality of local persistent and volatile memory devices to distribute the addressable memory space across the plurality of local persistent and volatile memory devices, and (b) a disk directory manager for tracking the mapped portions of the addressable memory space to provide information representative of which of the local persistent and volatile memory devices has which of the portions of the addressable memory space mapped thereon; storing on each node an instance of a data control program for manipulating the structured store of data to provide multiple, distributed instances of the data control program; interfacing each instance of the data control program to the shared memory system; and operating each instance of the data control program to employ the shared memory system as a memory device having the structured store of data contained therein, whereby the shared memory system coordinates access to the structured store of data to provide distributed control over the structured store of data.

2. The method of claim 1 wherein said interfacing step further includes:
   - directing the data control program to provide a stream of data to be stored in the structured store of data; and
   - directing the data control program to operate the shared memory system as a single-node memory device.

3. The method of claim 1 wherein the structured store of data comprises a file system, and wherein the data control...
program comprises a file control program for manipulating the file system, whereby the shared memory system controls access to the file system to provide a shared file system.

4. The method of claim 3 further comprising:

providing the shared file system with a file directory; and
operating the shared memory system to maintain the file directory within a shared memory space.

5. The method of claim 4 further comprising:

organizing the file directory as a plurality of logical files stored within the shared memory space.

6. The method of claim 4 further comprising the step of

coordinating shared access to data within the structured store by locking directories stored within a shared memory space.

7. The method of claim 3 further comprising:

generating, for a file stored within the shared file system, a file descriptor having storage for an identifier being representative of a portion of a shared memory space.

8. The method of claim 7 further comprising:

allocating contiguous portions of the shared memory space, each represented by a respective identifier, to provide reduced bookkeeping information for the file.

9. The method of claim 7 further comprising:

reserving contiguous segments of a storage device for storing data associated with the contiguous portions of the shared memory space for optimizing access to physical storage for the file.

10. The method of claim 1 wherein the structured store of data comprises a database system, and wherein the data control program comprises a database control program for manipulating the database system, whereby the shared memory system controls access to the database system to provide a shared database system.

11. The method of claim 10 further comprising:

providing the shared database system with a database directory and set of index structures; and
operating the shared memory system to maintain the database directory and set of index structures within a shared memory space.

12. The method of claim 11 further comprising:

organizing the database directory as a plurality of sets stored within the shared memory space.

13. The method of claim 10 further comprising the steps of:

associating concurrency control structures with portions of the database system;

storing the concurrency control structures in the shared memory space; and

coordinating shared access to the database system by locking concurrency control structures.

14. The method of claim 13 further comprising locking of database indices.

15. The method of claim 13 further comprising locking of database keys.

16. The method of claim 10 further comprising:

generating, for a database object stored within the shared database system, a database record descriptor having storage for an identifier being representative of a portion of a shared memory space.

17. The method of claim 16 further comprising:

allocating contiguous portions of the shared memory space, each represented by a respective identifier, to provide reduced bookkeeping information for the respective database record.

18. The method of claim 16 further comprising:

reserving contiguous segments of a storage device for storing data associated with the contiguous portions of the shared memory space for optimizing access to physical storage for the database record.

19. The method of claim 1 wherein the structured store of data comprises a Web server system, and wherein the data control program comprises a control program for manipulating the Web server system, and controlling access to the Web server system to provide a shared Web server system.

20. The method of claim 19 further comprising:

providing the shared Web server system with a directory mapping the files to their contents; and
operating the shared memory system to maintain the Web server directory within a shared memory space.

21. The method of claim 19 further comprising:

generating, for a file stored within the shared Web server system, a file descriptor having storage for an identifier being representative of a portion of a shared memory space.

22. The method of claim 21 further comprising:

allocating contiguous portions of the shared memory space, each represented by a respective identifier, to provide reduced bookkeeping information for the files.

23. The method of claim 21 further comprising:

reserving contiguous segments of a storage device for storing data associated with the contiguous portions of the shared memory space for optimizing access to physical storage for the files.

24. The method of claim 1 further comprising:

operating the shared memory system to replicate stored data coherently in order to provide a redundant store of data.

25. The method of claim 24 further comprising:

storing the coherently replicated data within different storage devices of the network to provide fault tolerant operation.

26. The method of claim 1 further comprising:

associating concurrency control structures with portions of the shared memory space;
storing the concurrency control structures in the shared memory space; and
coordinating shared access to data within the structured store by locking concurrency control structures.

27. The method of claim 26 further comprising:

generating a lock object data structure having information representative of a lock status on portions of the shared memory space; and
storing the lock object within the shared memory space to provide thereby a shared system lock.

28. The method of claim 26 wherein the locking step includes:

directing the shared memory to generate byte range locks representative of locks placed on portions of the shared memory space.

29. The method of claim 1 further comprising operating each instance of the data control program to employ the shared memory system as clustered structured storage, the memory system coordinating access to the clustered structured storage to provide distributed control over the clustered structured storage.

30. A method for providing distributed control over a structured store of data, comprising:

providing a plurality of nodes inter-connected by a network;

storing on each node an instance of a data control program for manipulating the structured store of data to provide
A method for providing distributed control over a structured store of data comprising a Web server system and the data control program comprising:

- providing a plurality of nodes interconnected by a network;
- storing on each node an instance of a data control program for manipulating the structured store of data to provide multiple, distributed instances of the data control program, the structured store of data comprising a Web server system and the data control program comprising a control program for manipulating the Web server system and controlling access to the Web server system to provide a shared Web server system;
- interfacing each instance of the data control program to a globally addressable unstructured storage system, each represented by a respective identifier, to provide reduced bookkeeping information for the files.
- operating each instance of the data control program to employ the shared memory system as a memory device containing structured storage for providing distributed control over the structured store of data;
- providing the shared Web server system with a directory mapping files to their contents; and
- operating the globally addressable unstructured storage system to maintain the Web server directory.

35. A method for providing distributed control over a structured store of data comprising:

- providing a plurality of nodes interconnected by a network;
- storing on each node an instance of a data control program for manipulating the structured store of data to provide multiple, distributed instances of the data control program, the structured store of data comprising a Web server system and the data control program comprising a control program for manipulating the Web server system and controlling access to the Web server system to provide a shared Web server system;
- interfacing each instance of the data control program to a globally addressable unstructured storage system;
- operating each instance of the data control program to employ the globally addressable unstructured storage system as a memory device containing structured storage to provide distributed control over the structured store of data;
- providing the shared Web server system with a directory mapping files to their contents; and
- operating the globally addressable unstructured storage system to maintain the Web server directory.

36. The method of claim 35 further comprising:

- allocating contiguous portions of the globally addressable unstructured storage system, each represented by a respective identifier, to provide reduced bookkeeping information for the files.

37. The method of claim 35 further comprising:

- reserving contiguous segments of a storage device for storing data associated with the contiguous portions of the globally addressable unstructured storage system for optimizing access to physical storage for the files.
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SHARED MEMORY COMPUTER NETWORKS

FIELD OF THE INVENTION

The invention relates to computer systems, and more particularly, to computer networking systems and methods that provide shared memory systems and services.

BACKGROUND OF THE INVENTION

The conventional computer network includes a number of client computers connected together and further connected to a server computer that stores the data and the programs that client computers employ during network operation. This configuration is generally referred to as a client-server network. Typically, each client is a conventional computer system that includes a private main memory, typically a RAM memory, and a persistent storage, typically a hard disk. The server is usually an expensive high end machine that includes a high speed processor unit and a large memory, often having ten to one hundred times more storage than the individual client computers. The clients and server cooperate to share data and services among the different users, and to thereby make the individual computers appear as a unified distributed system.

To this end, the server acts as a central controller that provides through its large memory a central repository of network data, and that distributes services to the individual client computers, generally on an as-available basis. Typically, these services are provided by means of specialized software running on a high speed processor.

Although computer networks based on this client-server model have generally been successful at providing users with necessary computer services, as the user demands on computer systems have increased, the weaknesses in the client-server network are beginning to place limits on the services that can be provided.

An additional problem with the client-server network is that it provides a static operating environment that is set for optimal performance at a certain level of network activity. Consequently, the client-server network fails to exploit available resources to improve system performance. In particular, as the system activity rises above or drops below the expected level of network activity, the static operating environment lacks any ability to reconfigure dynamically the allocation of network resources to one providing better performance for the present level of activity.

Moreover, the client-server computer network requires that computer programs written to operate on the client-server network distribute themselves between clients and the server. This requires that the application programs implement a set of functions that divide the program between the clients and the server. This distribution of the application programs requires that the client-server application programs be quite complex. For example, a client-server computer program that shares data between different machines must include functionality that allows for the distribution of multiple copies of the data files, the maintenance of coherency for the distributed copies, and other such low-level management services.

Further troubling is that the client-server network stores all important applications and data files in the memory of the server system. Consequently, the client-server network is subject to complete system failure each time the server system crashes.

For the above reasons, among others, the present client-server computer architecture fails to provide an adequate response to the increased demands of today's computer users.

Accordingly, it is an object of the invention to provide improved computer systems.

A further object of the invention is to provide computer network systems that have adaptable system configurations for dynamically exploiting distributed resources and thereby increasing network productivity.

It is a further object of the invention to provide computer network systems that eliminate the need for application programs to provide low-level memory management services across two or more distributed nodes.

It is still a further object of the invention to provide computer network systems that have improved fault tolerance and that are more readily scalable for adding additional workstations as well as for the interconnection of two or more networks.

Further objects of the present invention shall be seen from the following description of certain illustrated embodiments.

SUMMARY OF THE INVENTION

The invention provides systems that can create and manage a virtual memory space that can be shared by each computer on a network and can span the storage space of each memory device connected to the network. Accordingly, all data stored on the network can be stored within the virtual memory space and the actual physical location of the data can be in any of the memory devices connected to the network.

More specifically, the system can create or receive, a global address signal that represents a portion, for example 4K bytes, of the virtual memory space. The global address signal can be decoupled from, i.e., unrelated to, the physical and virtual address spaces of the underlying computer hardware, to provide support for a memory space large enough to span each volatile and persistent memory device connected to the system. For example, systems of the invention can operate on 32-bit computers, but can employ global address signals that can be 128 bits wide. Accordingly, the virtual memory space spans 2^128 bytes, which is much larger than the 2^32 address space supported by the underlying computer hardware. Such an address space can be large enough to provide a separate address for every byte of data storage on the network, including all RAM, disk and tape storage.

For such a large virtual memory space, typically only a small portion is storing data at any time. Accordingly, the system includes a directory manager that tracks those portions of the virtual memory space that are in use. The system provides physical memory storage for each portion of the virtual memory space in use by mapping each such portion to a physical memory device, such as a RAM memory or a hard-drive. Optionally, the mapping includes a level of indirection that facilitates data migration, fault-tolerant operation, and load balancing.

By allowing each computer to monitor and track which portions of the virtual memory space are in use, each computer can share the memory space. This allows the networked computers to appear to have a single memory, and therefore can allow application programs running on different computers to communicate using techniques currently employed to communicate between applications running on the same machine.

In one aspect, the invention can be understood to include computer systems having a shared addressable memory space. The systems can comprise a data network that carries data signals representative of computer readable information.
a persistent memory device that couples to the data network and that provides persistent data storage, and plural computers that each have an interface that couples to the data network, for accessing the data network to exchange data signals therewith. Moreover, each of the computers can include a shared memory subsystem for mapping a portion of the addressable memory space to a portion of the persistent storage to provide addressable persistent storage for data signals.

In a system that distributes the storage across the memory devices of the network, the persistent memory device will be understood to include a plurality of local persistent memory devices that each couple to a respective one of the plural computers. To this same end, the system can also include a distributor for mapping portions of the addressable memory space across the plurality of local persistent memory devices and a disk directory manager for tracking the mapped portions of said addressable memory space to provide information representative of the local persistent memory device that stores that portion of said addressable memory space mapped thereon.

The systems can also include a cache system for operating one of the local persistent memory devices as a cache memory for cache storing data signals associated with recently accessed portions of the addressable memory space. Further the system can include a migration controller for selectively moving portions of the addressable memory space between the local persistent memory devices of the plural computers. The migration controller can determine and respond to data access patterns, resource demands or any other criteria or heuristic suitable for practice with the invention. Accordingly, the migration controller can balance the loads on the network, and move data to nodes from which it is commonly accessed. The cache controller can be a software program running on a host computer to provide a software managed RAM and disk cache. The RAM can be any volatile memory including SRAM, DRAM or any other volatile memory. The disk can be any persistent memory including any disk, RAID, tape or other device that provides persistent data storage.

The systems can also include a coherent replication controller for generating a copy, or select number of copies, of a portion of the addressable memory space maintained in the local persistent memory device of a first computer and for storing the copy in the local persistent memory device of a second computer. The coherent replication controller can maintain the coherency of the copies to provide coherent data replication.

The systems can also be understood to provide integrated control of data stored in volatile memory and in persistent memory. In such systems a volatile memory device has volatile storage for data signals, and the shared memory subsystem includes an element, typically a software module, for mapping a portion of the addressable memory space to a portion of the volatile storage. In these systems the volatile memory device can be comprised of a plurality of local volatile memory devices each coupled to a respective one of the plural computers, and the persistent memory device can be comprised of a plurality of local persistent memory devices each coupled to a respective one of the plural computers.

In these systems, a directory manager can track the mapped portions of the addressable memory space, and can include two sub-components; a disk directory manager for tracking portions of the addressable memory space mapped to the local persistent memory devices, and a RAM directory manager for tracking portions of the addressable memory space mapped to the local volatile memory devices. Optionally, a RAM cache system can operate one of the local volatile memory devices as a cache memory for cache storing data signals associated with recently accessed portions of the addressable memory space.

The systems can include additional elements including a paging element for remapping a portion of the addressable memory space between one of the local volatile memory devices and one of the local persistent memory devices; a policy controller for determining a resource available signal representative of storage available on each of the plural computers and, a paging element that remaps the portion of addressable memory space from a memory device of a first computer to a memory device of a second computer, responsive to the resource available signal; and a migration controller for moving portions of addressable memory space between the local volatile memory devices of the plural computers.

Optionally, the systems can include a hierarchy manager for organizing the plural computers into a set of hierarchical groups wherein each group includes at least one of the plural computers. Each the group can include a group memory manager for managing portions of addressable memory space as a function of the hierarchical groups.

The system can maintain coherency between copied portions of the memory space by including a coherent replication controller for generating a coherent copy of a portion of addressable memory space.

The system can generate or receive global address signals. Accordingly the systems can include an address generator for generating a global address signal representative of a portion of addressable memory space. The address generator can include a spanning unit for generating global address signals as a function of a storage capacity associated with the persistent memory devices, to provide global address signals capable of logically addressing the storage capacity of the persistent memory devices.

In distributed systems, the directory manager can include a distributed directory manager for storing within the distributed memory space, a directory signal representative of a storage location of a portion of the addressable memory space. The distributed directory manager can include a directory page generator for allocating a portion of the addressable memory space and for storing therein an entry signal representative of a portion of the directory signal. The directory page generator optionally includes a range generator for generating a range signal representative of a portion of the addressable memory space, and for generating the entry signal responsive to the range signal, to provide an entry signal representative of a portion of the directory signal that corresponds to the portion of the addressable memory space. Moreover, the distributed directory manager can include a linking system for linking the directory pages to form a hierarchical data structure of the linked directory pages as well as a range linking system for linking the directory pages, as a function of the range signal, to form a hierarchical data structure of linked directory pages.

As the data stored by the system can be homeless, in that the data has no fixed physical home, but can migrate, as resources and other factors dictate, between the memory devices of the network, a computer system according to the invention can include a directory page generator that has a node selector for generating a responsible node signal representative of a select one of the plural computers having location information for a portion of the shared address
space. This provides a level of indirection that decouples the directory from the physical storage location of the data. Accordingly, the directory needs only to identify the node, or other device, that tracks the physical location of the data. This way, each time data migrates between physical storage locations, the directory does not have to be updated, since the node tracking the location of the data has not changed and still provides the physical location information.

Accordingly, the system can include page generators that generate directory pages that carry information representative of a location monitor, such as a responsible computer node, that tracks a data storage location, to provide a directory structure for tracking homeless data. Moreover, the directory itself can be stored as pages within the virtual memory space. Therefore, the data storage location can store information representative of a directory page, to store the directory structure as pages of homeless data.

In another aspect, the invention can be understood as methods for providing a computer system having a shared addressable memory space. The method can include the steps of providing a network for carrying data signals representative of computer readable information, providing a hard-disk, coupled to the network, and having persistent storage for data signals, providing plural computers, each having an interface, coupled to the data network, for exchanging data signals between the plural computers, and assigning a portion of the addressable memory space to a portion of the persistent storage of the hard disk to provide addressable persistent storage for data signals.

**BRIEF DESCRIPTION OF THE ILLUSTRATED EMBODIMENTS**

FIG. 1 illustrates a distributed shared memory computer network according to the invention;

FIG. 2 is a functional block diagram that illustrates in more detail one distributed shared memory computer network of the type shown in FIG. 1;

FIG. 3 illustrates in more detail a shared memory subsystem suitable for practice with the network illustrated in FIG. 2;

FIG. 4 is a functional block diagram of one shared memory subsystem according to the invention;

FIG. 5 illustrates a directory page that can be provided by a shared memory subsystem of the type depicted in FIG. 4;

FIG. 6 illustrates a directory that can be distributed within a shared memory and formed of directory pages of the type illustrated in FIG. 5; and

FIG. 7 illustrates in functional block diagram a system of the invention that employs a directory according to FIG. 6 for tracking portions of a distributed shared memory.

**DETAILED DESCRIPTION OF THE ILLUSTRATED EMBODIMENTS**

FIG. 1 illustrates a computer network 10 that provides a shared memory that spans the memory space of each node of the depicted computer network 10.

Specifically, FIG. 1 illustrates a computer network 10 that includes a plurality of nodes 12a–12c, each having a CPU 14, an operating system 16, an optional private memory device 18, and a shared memory subsystem 20. As further depicted in FIG. 1, each node 12a–12c connects via the shared memory subsystem 20 to a virtual shared memory 22. As will be explained in greater detail hereinafter, by providing the shared memory subsystem 20 that allows the nodes 12a–12c to access the virtual shared memory 22, the computer network 10 enables network nodes 12a–12c to communicate and share functionality using the same techniques employed by applications when communicating between applications running on the same machine. These techniques can employ object linking and embedding, dynamic link libraries, class registering, and other such techniques. Accordingly, the nodes 12 can employ the virtual shared memory 22 to exchange data and objects between application programs running on the different nodes 12 of the network 10.

In the embodiment depicted in FIG. 1, each node 12 can be a conventional computer system such as a (commercially available IBM PC compatible computer system. The processor 14 can be any processor unit suitable for performing the data processing for that computer system. The operating system 16 can be any commercially available or proprietary operating system that includes, or can access, functions for accessing the local memory of the computer system and networking.

The private memory device 18 can be any computer memory device suitable for storing data signals representative of computer readable information. The private memory provides the node with local storage that can be kept inaccessible to the other nodes on the network. Typically the private memory device 18 includes a RAM, or a portion of a RAM memory, for temporarily storing data and application programs and for providing the processor 14 with memory storage for executing programs. The private memory device 18 can also include persistent memory storage, typically a hard disk unit or a portion of a hard disk unit, for the persistent storage of data.

The shared memory subsystem 20 depicted in FIG. 1 is an embodiment of the invention that couples between the operating system 16 and the virtual shared memory 22 and forms an interface between the operating system 16 and the virtual shared memory to allow the operating system 16 to access the virtual shared memory 22. The depicted shared memory subsystem 20 is a software module that operates as a stand-alone distributed shared memory engine. The depicted system is illustrative and other systems of the invention can be realized as shared memory subsystems that can be embedded into an application program, or be implemented as an embedded code of a hardware device. Other such applications can be practiced without departing from the scope of the invention.

The depicted virtual shared memory 22 illustrates a virtual shared memory that is accessible by each of the nodes 12a–12c via the shared memory subsystem 20. The virtual shared memory 22 can map to devices that provide physical storage for computer readable data, depicted in FIG. 1 as a plurality of pages 24a–24d. In one embodiment, the pages form portions of the shared memory space and divide the address space of the shared memory into page addressable memory spaces. For example the address space can be paged into 4K byte sections. In other embodiments alternative granularity can be employed to manage the shared memory space. Each node 12a–12c through the shared memory subsystem 20 can access each page 24a–24d stored in the virtual shared memory 22. Each page 24a–24d represents a unique entry of computer data stored within the virtual shared memory 22. Each page 24a–24d is accessible to each of the nodes 12a–12c, and alternatively, each node can store additional pages of data within the virtual shared memory 22. Each newly stored page of data can be accessible to each of the other nodes 12a–12c. Accordingly, the virtual shared memory 22 provides a system for sharing and communicating data between each node 12 of the computer network 10.
FIG. 2 illustrates in functional block diagram form a computer network 30 that has a distributed shared memory. In this embodiment, each node 12a-12c has a memory subsystem 32 that connects between the operating system 16 and the two local memory devices, the RAM 34 and the disk 36, and that further couples to a network 38 that couples to each of the depicted nodes 12a, 12b and 12c, and to a network memory device 26.

More particularly, FIG. 2 illustrates a distributed shared memory network 30 that includes a plurality of nodes 12a, 12b, and 12c, each including a processing unit 14, an operating system 16, a memory subsystem 32, a RAM 34, and a disk 36. FIG. 2 further depicts a computer network system 38 that connects between the nodes 12a, 12b and 12c and the network memory device 26. The network 38 provides a network communication system across these elements.

The illustrated memory subsystems 32a-32c that connect between the operating system 16a-16c, the memory elements 34a-34c, 36a-36c, and the network 38, encapsulate the local memories of each of the nodes to provide an abstraction of a shared virtual memory system that spans across each of the nodes 12a, 12b and 12c on the network 38. The memory subsystems 32a-32c can be software modules that act as distributors to map portions of the addressable memory space across the depicted memory devices. The memory subsystems further track the data stored in the local memory of each node 12 and further operate network connections with network 38 for transferring data between the nodes 12a-12c. In this way, the memory subsystems 32a-32c access and control each memory element on the network 38 to perform memory access operations that are transparent to the operating system 16. Accordingly, the operating system 16 interfaces with the memory subsystem 32 as an interface to a global memory space that spans each node 12a-12c on the network 38.

FIG. 2 further depicts that the system 30 provides a distributed shared memory that includes persistent storage for portions of the distributed memory. In particular, the depicted embodiment includes a memory subsystem, such as subsystem 32a, that interfaces to a persistent memory device, depicted as the disk 36a. The subsystem 32a can operate the persistent memory device to provide persistent storage for portions of the distributed shared memory space. As illustrated, each persistent memory device 36 depicted in FIG. 2 has a portion of the addressable memory space mapped onto it. For example, device 36a has the portions of the addressable memory space, C₀, C₁, and C₂, mapped onto it, and provides persistent storage for data signals stored in these ranges of addresses.

Accordingly, the subsystem 32a can provide integrated control of persistent storage devices and electronic memory to allow the distributed shared memory space to span across both types of storage devices, and to allow portions of the distributed shared memory to move between persistent and electronic memory depending on predetermined conditions, such as recent usage.

In one optional embodiment, the nodes of the network are organized into a hierarchy of groups. In this embodiment, the memory subsystems 32a-32c can include a hierarchy manager that provides hierarchical control for the distribution of data. This includes controlling the migration controller, and policy controller, which are discussed in detail below, to perform hierarchical data migration and load balancing, such that data migrates primarily between components of the same group, and passes to other groups in hierarchical order. Resource distribution is similarly managed.

FIG. 3 illustrates in more detail one shared memory subsystem 40 according to the invention. FIG. 3 depicts a shared memory subsystem 40, that includes an interface 42, a DSM directory manager 44, a memory controller 46, a local disk cache controller 48, and a local RAM cache controller 50. FIG. 3 further depicts the network 54, an optional consumer of the DSM system, depicted as the service 58, the operating system 16, a disk driver 60, a disk element 62 and a RAM element 64.

The shared memory subsystem 40 depicted in FIG. 3 can encapsulate the memory management operations of the network node 12 to provide a virtual shared memory that can span across each node that connects into the network 54. Accordingly, each local node 12 views the network as a set of nodes that are each connected to a large shared computer memory.

The depicted interface 42 provides an entry point for the local node to access the shared memory space of the computer network. The interface 42 can couple directly to the operating system 16, to a distributed service utility such as the depicted DSM file system 58, to a distributed user-level service utility, or alternatively to any combination thereof.

The depicted interface 42 provides an API that is a memory oriented API. Thus, the illustrated interface 42 can export a set of interfaces that provide low-level control of the distributed memory. As illustrated in FIG. 3, the interface 42 exports the API to the operating system 16 or to the optional DSM service 58. The operating system 16 or the service employs the interface 42 to request standard memory management techniques, such as reading and writing from portions of the memory space. These portions of the memory space can be the pages as described above which can be 4K byte portions of the shared memory space, or other units of memory, such as objects or segments. Each page can be located within the shared memory space which is designated by a global address signal for that page of memory. The system can receive address signals from an application program or, optionally, can include a global address generator that generates address signals. The address generator can include a spanning module that generates address signals for a memory space that spans the storage capacity of the network.

Accordingly, in one embodiment, the interface 42 receives requests to manipulate pages of the shared memory space. To this end, the interface 42 can comprise a software module that includes a library of functions that can be called by services, the OS 16, or other caller, or device. The function calls provide the OS 16 with an API of high level memory oriented services, such as read data, write data, and allocate memory. The implementation of the functions can include a set of calls to controls that operate the directory manager 44, and the local memory controller 46. Accordingly, the interface 42 can be a set of high level memory function calls to interface to the low-level functional elements of shared memory subsystem 40.

FIG. 3 further depicts a DSM directory manager 44 that couples to the interface 42. The interface 42 passes request signals that represent requests to implement memory operations such as allocating a portion of memory, locking a portion of memory, mapping a portion of memory, or some other such memory function. The directory manager 44 manages a directory that can include mappings than can...
span across each memory device connected to the network 38 depicted in FIG. 2, including each RAM and disk element accessible by the network. The directory manager 44 stores a global directory structure that provides a map of the global address space. In one embodiment as will be explained in greater detail hereinafter, the directory manager 44 provides a global directory that maps between global address signals and responsible nodes on the network. A responsible node stores information regarding the location and attributes of data associated with a respective global address, and optionally stores a copy of that page's data. Consequently, the directory manager 44 tracks information for accessing any address location within the virtual address space. The control of the distributed shared memory can be coordinated by the directory manager 44 and the memory controller 46. The directory manager 44 maintains a directory structure that can operate on a global address received from the interface 42 and identify, for that address, a node on the network that is responsible for maintaining the page associated with that address of the shared memory space. Once the directory manager 44 identifies which node is responsible for maintaining a particular address, the directory manager 44 can identify a node that stores information for locating a copy of the page, and make the call to the memory controller 46 of that node and pass to that node's memory controller the memory request provided by the memory interface 42. Accordingly, the depicted directory manager 44 is responsible for managing a directory structure that identifies for each page of the shared memory space a responsible node that tracks the physical location of the data stored in the respective page. Thus, the directory, rather than directly providing the location of the page, can optionally identify a responsible node, or other device, that tracks the location of the page. This indirectness facilitates maintenance of the directory as pages migrate between nodes.

The memory controller 46 performs the low level memory access functions that physically store data within the memory elements connected to the network. In the depicted embodiment, the directory manager 44 of a first node can pass a memory access request through the interface 42, to the network module of the OS 16, and across the network 54 to a second node that the directory manager 44 identifies as the responsible node for the given address. The directory manager 44 can then query the responsible node to determine the attributes and the current owner node of the memory page that is associated with the respective global address. The owner of the respective page is the network node that has control over the memory storage element on which the data of the associated page is stored. The memory controller 46 of the owner can access, through the OS 16 of that node or through any interface, the memory of the owner node to access the data of the page that is physically stored on that owner node.

In particular, as depicted in FIG. 3, the directory manager 44 couples to the network module 52 which couples to the network 54. The directory manager can transmit to the network module 52 a command and associated data that directs the network interface 52 to pass a data signal to the owner node. The owner node receives the memory request across network 54 and through network module 52 that passes the memory request to the interface 42 of that owner node. The interface 42 couples to the memory controller 46 and can pass the memory request to the local memory controller of that owner node for operating the local storage elements, such as the disk or RAM elements, to perform the requested memory operation.

Once the owner node has performed the requested memory operation, such as reading a page of data, the memory subsystem 40 of the owner node can then transfer the page of data, or a copy of the page of data, via the network 54 to the node that originally requested access to that page and moves a copy of that data into the local memory of the requesting node. The local memory storage, both volatile and persistent, of the requesting node therefore becomes a cache for pages that have been requested by that local node. This embodiment is depicted FIG. 3 which depicts a memory controller that has a local disk cache controller 48 and a local RAM cache controller 50. Both of these local cache controllers can provide to the operating system 16, or other consumer pages of the shared memory space that are cache stored in the local memory of the node, including local persistent memory and local volatile memory.

The shared memory subsystem can include a coherent replication controller that maintains coherency between cached pages by employing a coherence through invalidation process, a coherence through migration process or other coherence process suitable for practice with the present invention. The coherent replication controller can automatically generate a copy of the data stored in each page and can store the copy in a memory device that is separate from the memory device or the original copy. This provides for fault tolerant operation, as the failure of any memory device will not result in the loss of data. The coherent replication controller can be a software model that monitors all copies of pages kept in volatile memory and made available for writing. The controller can employ any of the coherency techniques noted above, and can store tables of location information that identifies the location information for all generated copies.

FIG. 4 illustrates in greater detail one embodiment of a shared memory subsystem according to the invention. The shared memory subsystem 70 depicted in FIG. 4 includes a remote operations element 74, a local RAM cache 76, a RAM copyset 78, a global RAM directory 80, a disk copyset 82, a global disk directory 84, a configuration manager 88, a policy element 90, and a local disk cache 94. FIG. 4 further depicts a network element 104, a physical memory 100, shared data element 102, a physical file system 98, which is part of the operating system 16, a configuration service 108, a diagnostic service 110, and a memory access request 112. The depicted subsystem 70 can be a computer program that couples to the physical memory, file system, and network system of the host node, or can be electrical circuit card assemblies that interface to the host node, or can be a combination of programs and circuit card assemblies.

The flow scheduler 72 depicted in FIG. 4 can orchestrate the controls provided by an API of the subsystem 70. In one embodiment, the flow scheduler 72 can be a state machine that monitors and responds to the requests 112 and remote requests through network 104 which can be instructions for memory operations and which can include signals representative of the global addresses being operated on. These memory operation requests 112 can act as op-codes for primitive operations on one or more global addresses. They can be read and write requests, or other memory operations.
Alternatively, the flow scheduler 72 can be a program, such as an interpreter, that provides an execution environment and can map these op-codes into control flow programs called applets. The applets can be independent executable programs that employ both environment services, such as threading, synchronization, and buffer management, and the elements depicted in FIG. 4. The API is capable of being called from both external clients, like a distributed shared memory file system, as well as recursively by the applets and the other elements 74–94 of the subsystem 70. Each element can provide a level of encapsulation to the management of a particular resource or aspect of the system. To this end, each element can export an API consisting of functions to be employed by the applets. This structure is illustrated in FIG. 4. Accordingly, the flow scheduler 72 can provide an environment to load and execute applets. The applets are dispatched by the flow scheduler 72 on a per op-code basis and can perform the control flow for sequential or parallel execution of an element to implement the op-code on the specified global address, such as a read or write operation. Optionally, the flow scheduler 72 can include an element to change dynamically the applet at run time as well as execute applets in parallel and in interpreted mode.

The depicted shared memory subsystem 70 includes a bifurcated directory manager that includes the global RAM directory 80 and the global disk directory 84. The global RAM directory 80 is a directory manager that tracks information that can provide the location of pages that are stored in the volatile memory, typically RAM, of the network nodes. The global disk directory 84 is a global disk directory manager that manages a directory structure that tracks information that can provide the location of pages that are stored on persistent memory devices. Together, the global RAM directory 80 and the global disk directory 84 provide the shared memory subsystem 70 with integrated directory management for pages that are stored in persistent storage and volatile memory.

In one embodiment a paging element can operate the RAM and disk directory managers to remap portions of the addressable memory space between one of the volatile memories and one of the persistent memories. In the shared memory system, this allows the paging element to remap pages from the volatile memory of one node to a disk memory of another node. Accordingly, the RAM directory manager passes control of that page to the disk directory manager which can then treat the page as any other page of data. This allows for improved load balancing, by removing data from RAM memory, and storing it in the disk devices, under the control of the disk directory manager.

The local memory controller of the subsystem 70 is provided by the local RAM cache 76 and the local disk cache 94. The local RAM cache 76 which couples to the physical memory 100 of the local node can access, as described above, the virtual memory space of the local node to access data that is physically stored within the RAM memory 100. Similarly, the local disk cache 94 couples to the persistent storage device 98 and can access a physical location that maintains in the local persistent storage data of the distributed shared memory.

FIG. 4 also depicts a remote operations element 74 that couples between the network 104 and the flow scheduler 72. The remote operations element 74 negotiates the transfer of data across the network 104 for moving portions of the data stored in the shared memory space between the nodes of the network. The remote operations element 74 can also request services from remote peers, i.e., invalidate to help maintain coherency or for other reasons.

FIG. 4 further depicts a memory subsystem 70 that includes a RAM copyset 78 and a disk copyset 82. These copysets can manage copies of pages that are cached at a single node. The disk copyset 82 can maintain information on copies of pages that are stored in the local disk cache, which can be the local persistent memory. Similarly the RAM copyset 78 can maintain information on pages that are stored in the local RAM cache which can be the local RM. These copysets encapsulate indexing and storage of copyset data that can be employed by applets or other executing code for purposes of maintaining the coherency of data stored in the shared memory space. The copyset elements can maintain copyset data that identifies the pages cached by the host node. Further, the copyset can identify the other nodes on the network that maintain a copy of that page and can further identify for each page which of these nodes is the owner node, wherein the owner node can be a node which has write privileges to the page being accessed. The copysets themselves can be stored in pages of the distributed shared memory space.

The local RAM cache 76 provides storage for memory pages and their attributes. In one embodiment, the local RAM cache 76 provides a global address index for accessing the cached pages of the distributed memory and the attributes based on that page. In this embodiment, the local RAM cache 76 provides the index by storing in memory a list of each global address cached in the local RAM. With each listed global address, the index provides a pointer into a buffer memory and to the location of the page data. Optionally, with each listed global address, the index can further provide attribute information including a version tag representative of the version of the data, a dirty bit representative of whether the RAM cached data is a copy of the data held on disk, or whether the RAM cached data has been modified but not yet flushed to disk, a volatile bit to indicate if the page is backed by backing store in persistent memory, and other such attribute information useful for managing the coherency of the stored data.

In the embodiment depicted in FIG. 4, the memory subsystem 70 provides the node access to the distributed memory space by the coordinated operation of the directory manager that includes the global RAM directory 80 and the global disk directory 84, the cache controller that includes the local RAM cache and the local disk cache elements 76 and 94, and the copyset elements which include the RAM copyset 78 and the disk copyset 82.

The directory manager provides a directory structure that indexes the shared address space. Continuing with the example of a paged shared address space, the directory manager of the subsystem 70 allows the host node to access, by global addresses, pages of the shared memory space.

FIGS. 5 and 6 illustrate one example of a directory structure that provides access to the shared memory space. FIG. 5 depicts a directory page 120 that includes a page header 122, directory entries 124 and 126, wherein each directory entry includes a range field 130, a responsible node field 132, and an address field 134. The directory pages can be generated by a directory page generator that can be a
software module controlled by the directory manager. It will be understood that the directory manager can generate multiple directories, including one for the Global disk and one for the Global RAM directories. The depicted directory page 120 can be a page of the global address space, such as a 4K byte portion of the shared address space. Therefore, the directory page can be stored in the distributed shared memory space just as the other pages to which the directory pages provide access.

As further depicted in FIG. 5, each directory page 120 includes a page header 122 that includes attribute information for that page header, which is typically metadata for the directory page, and further includes directory entries such as the depicted directory entries, 124 and 126, which provide an index into a portion of the shared address space wherein that portion can be one or more pages, including all the pages of the distributed shared memory space. The depicted directory page 120 includes directory entries that index a selected range of global addresses of the shared memory space. To this end, the directory generator can include a range generator so that each directory entry can include a range field 130 that describes the start of a range of addresses that that entry locates.

Accordingly, each directory page 120 can include a plurality of directory entries, such as entries 124 and 126, that can subdivide the address space into a subset of address ranges. For example, the depicted directory page 120 includes two directory entries 124 and 126. The directory entries 124 and 126 can, for example, subdivide the address space into two sub-portions. In this example, the start address range of the directory entry 124 could be the base address of the address space, and the start address range of the directory entry 126 could be the address for the upper half of the memory space. Accordingly, the directory entry 124 provides an index for pages stored in the address space between the base address and up to the mid-point of the memory space. Accordingly, the directory entry 126 provides an index to pages stored in the address space that ranges from the mid-point of the address space to the highest address.

FIG. 5 further depicts a directory page 120 that includes, in each directory entry, a responsible node field 132 and the child page global address field 134. These fields 132, 134 provide further location information for the data stored in pages within the address range identified in field 130.

FIG. 6 depicts a directory 140 formed from directory pages similar to those depicted in FIG. 5. FIG. 6 depicts that the directory 140 includes directory pages 142, 150–154, and 160–166. FIG. 6 further depicts that the directory 140 provides location information to the pages of the distributed shared memory space depicted in FIG. 6 as pages 170–184.

The directory page 142 depicted in FIG. 6 acts like a root directory page and can be located at a static address that is known to each node coupled to the distributed address space. The root directory page 142 includes three directory entries 144, 146, and 148. Each directory entry depicted in FIG. 6 has directory entries similar to those depicted in FIG. 5. For example, directory entry 144 includes a variable Co which represents the address range field 130, a variable Nj representative of the field 132, and a variable Cs representative of the field 134. The depicted root directory page 142 subdivides the address space into three ranges illustrated as an address range that extends between the address Co and Cd, a second address range that extends between the address Cd and Cg, and a third address range that extends between Cg and the highest memory location of the address space.

As further depicted in FIG. 6, each directory entry 144, 146, and 148 points to a subordinate directory page, depicted as directory pages 150, 152, and 154, each of which further subdivides the address range index by the associated directory entry of the root directory 142. FIG. 6, this subdivision process continues as each of the directory pages 150, 152, and 154 each again have directory entries that locate subordinate directory pages including the depicted examples of directory pages 160, 162, 164, and 166.

The depicted example of directory pages 160, 162, 164, and 166 are each leaf entries. The leaf entries contain directory entries such as the directory entries 156 and 158 of the leaf entry 160, that store a range field 130 and the responsible node field 132. These leaf entries identify an address and a responsible node for the page in the distributed memory space that is being accessed, such as the depicted pages 170–184. For example, as depicted in FIG. 6, the leaf entry 156 points to the page 170 that corresponds to the range field 130 of the leaf entry 156, which for a leaf entry is the page being accessed. In this way, the directory structure 140 provides location information for pages stored in the distributed address space.

In the depicted embodiment of FIG. 6, a node selector can select a responsible node for each page, as described above, so that the leaf entry 156 provides information of the address and responsible node of the page being located. Accordingly, this directory tracks ownership and responsibility for data, to provide a level of indirection between the directory and the physical location of the data. During a memory access operation, the memory subsystem 70 passes to the responsible node indicated in the leaf entry 156 the address of the page being accessed. The shared memory subsystem of that node can identify a node that stores a copy of the page being accessed, including the owner node. This identification of a node having a copy can be performed by the RAM copyset or disk copyset of the responsible node. The node having a copy stored in its local physical memory, such as the owner node, can employ its local cache elements, including the local RAM cache and local disk cache to the identify from the global address signal a physical location of the data stored in the page being accessed. The cache element can employ the operating system of the owner node to access the memory device that maintains that physical location in order that the data stored in the page can be accessed. For read-memory operation, or for other similar operations, the data read from the physical memory of the owner node can be passed via the network to the memory subsystem of the node requesting the read and subsequently stored into the virtual memory space of the requesting node for use by that node.

With reference again to FIG. 6, it can be seen that the depicted directory structure 140 comprises a hierarchical structure. To this end, the directory structure 140 provides a structure that continually subdivides the memory space into smaller and smaller sections. Further, each section is represented by directory pages of the same structure, but indexes address spaces of different sizes. As pages are created or deleted, a linker inserts or deletes the pages from the directory. In one embodiment, the linker is a software module for linking data structures. The linker can operate responsive to the address ranges to provide the depicted hierarchical structure. Accordingly, the depicted directory 140 provides a scalable directory for the shared address space. Moreover, the directory pages are stored in the distributed address space and maintained by the distributed shared memory system. A root for the directory can be stored in known locations to allow for bootstrap of the system.
Consequently, commonly used pages are copied and distributed, and rarely used pages are shuffled off to disk. Similarly, directory pages will migrate to those nodes that access them most, providing a degree of self-organization that reduces network traffic.

FIG. 7 depicts the directory of FIG. 6 being employed by a system according to the invention. In particular FIG. 7 depicts a system 200 that includes two nodes, 206a and 206b, a directory structure 140, and a pair of local memories having volatile memory devices 64a and 64b and persistent memory devices 62a and 62b. Depicted node 206a includes an address consumer 208a, a global address 210a, and interface 42a, a directory manager 44a and a memory controller 46a. Node 206b has corresponding elements. The nodes are connected by the network 54. A directory 140 having a root page, directory pages A-F and pages 1-5 is further depicted.

Each node 206a and 206b operates as discussed above. The depicted address consumers 208a and 208b can be an application program, file system, hardware device or any other such element that requests access to the virtual memory. In operation, the address consumers 208a and 208b request an address, or range of addresses, and the directory manager can include a global address generator that provides the consumer with the requested address, or a pointer to the requested address. As addresses get generated, the respective directory managers 44a and 44b generate directory pages and store them in the directory structure 140. As depicted, the directory structure 140 tracks the portions of the address space being employed by the system 200, and physical storage for each page is provided within the local memories.

As shown in FIG. 7, the data associated with the directory pages are distributively stored across the two local memories and duplicate copies can exist. As described above and now illustrated in FIG. 7, the data can move between different local memories and also move, or page, between volatile and persistent storage. The data movement can be responsive to requests made by memory users like application programs, or by operation of the migration controller described above. As also described above, the movement of data between different memory locations can occur without requiring changes to the directory 140. This is achieved by providing a directory 140 that is decoupled from the physical location of the data by employing a pointer to a responsible node that tracks the data storage location. Accordingly, although the data storage location can change, the responsible node can remain constant, thereby avoiding any need to change the directory 140.

It will be understood to those of ordinary skill in the art that certain modification, additions, and subtractions can be made to the embodiments described above without departing from the spirit and scope of the invention. Accordingly, the invention described above is not to be limited to the illustrated embodiments and is to be understood by the claims set forth below.

What is claimed is:

1. A computer system having a shared addressable memory space, comprising
   a data network for carrying data signals representative of computer readable information, and
   a plurality of computers, each of said plurality of computers sharing the shared addressable memory space and including
   an interface, coupled to said data network, for accessing said data network to exchange data signals therewith,
   a local volatile memory device coupled to said computer and having volatile storage for data signals, and
   a local persistent memory device coupled to said computer and having persistent storage for data signals, and
   a shared memory subsystem for mapping a portion of said shared addressable memory space to a portion or the whole of said persistent storage and said volatile storage to provide thereby addressable persistent and volatile storage for data signals accessible by each of the plural computers, said shared memory subsystem including
   a distributor for mapping portions of said addressable memory space across said plurality of local persistent memory devices, to distribute said addressable memory space across said plurality of local persistent memory devices, and
   a disk directory manager for tracking said mapped portions of said addressable memory space to provide information representative of which of said local persistent memory devices has which of said portions of said addressable memory space mapped thereon.

2. A computer system according to claim 1 further comprising
   a cache system for operating one of said local persistent memory devices as a cache memory for cache storing said data signals associated with recently accessed portions of said addressable memory space.

3. A computer system according to claim 1 further comprising
   a migration controller for selectively moving portions of said addressable memory space between said local persistent memory devices of said plurality of computers.

4. A computer system according to claim 1 further comprising
   a replication controller for generating a copy of a portion of said addressable memory space maintained in said local persistent memory device of a first one of said computers and for storing said copy in said local persistent memory device of a second one of said computers.

5. A computer system according to claim 1 further comprising
   a RAM directory manager for tracking said mapped portions of said addressable memory space to provide information representative of which of said local volatile memory devices has which of said portions of said addressable memory space mapped thereon.

6. A computer system according to claim 1 further comprising
   a RAM cache system for operating one of said local volatile memory devices as a cache memory for cache storing data signals associated with recently accessed portions of said addressable memory space.

7. A computer system according to claim 1 further comprising
   a paging element for remapping a portion of said addressable memory space between one of said local volatile memory devices and one of said local persistent memory devices.

8. A computer system according to claim 7 further comprising
   a policy controller for determining a resource available signal representative of storage available on each of
said plural computers and, and wherein said paging

element remaps said portion of addressable memory

space from a memory device of a first computer to a

memory device of a second computer, responsive to

said resource available signal.

9. A computer system according to claim 1 further com-

prising

a migration controller for moving portions of addressable

memory space between said local volatile memory

devices of said plurality of computers.

10. A computer system according to claim 1 further com-

prising

a hierarchy manager for organizing said plurality of

computers into a set of hierarchical groups wherein

each group includes at least one of said plurality

computers.

11. A computer system according to claim 10 wherein

each said group includes

a group memory manager for migrating portions of

addressable memory space as a function of said hier-

archical groups.

12. A computer system according to claim 1 further com-

prising

a coherent replication controller for generating a coherent

copy of a portion of addressable memory space.

13. A computer system according to claim 1 further com-

prising

an address generator for generating a global address

signal representative of a portion of addressable

memory space.

14. A computer system according to claim 13, wherein

said address generator includes a spanning unit for gener-

ating global address signals as a function of a storage

capacity associated with said persistent memory devices, to

provide global address signals capable of logically address-

ing said storage capacity of said persistent memory devices.

15. A computer system according to claim 1 further com-

prising

a distributed directory manager for storing within said

distributed memory space, a directory signal represen-

tative of a storage location of a portion of said address-

able memory space.

16. A computer system according to claim 15 wherein said

distributed directory manager includes

a directory page generator for allocating a portion of said

addressable memory space and for storing therein an

entry signal representative of a portion of said directory

signal.

17. A computer system according to claim 16 wherein said

directory page generator includes

a range generator for generating a range signal represen-
tative of a portion of said addressable memory, space,

and for generating said entry signal responsive to said

range signal, to provide an entry signal representative of

a portion of said directory signal that corresponds to

said portion of said addressable memory space.

18. A computer system according to claim 17 wherein said

distributed directory manager includes; a linking system for

linking said directory pages to form a hierarchical data

structure of said linked directory pages.

19. A computer system according to claim 17 wherein said

distributed directory manager includes a range linking

system for linking said directory pages, as a function of said

range signal, to form a hierarchical data structure of linked

directory pages.

20. A computer system according to claim 18 wherein said

directory page generator includes a node selector for gen-

erating a responsible node signal representative of a select

one of said plural computers having location information for

a portion of said shared address space.

21. A computer system according to claim 1 further com-

prising,

a page generator for generating a directory page that

carries information representative of a location monitor

that tracks a data storage location, to provide a direc-

tory structure for tracking homeless data.

22. A computer system according to claim 21 wherein said

data storage location stores information representative of a

directory page, to store said directory structure as pages of

homeless data.

23. A computer system according to claim 1 further com-

prising

a distributed directory manager for storing a directory

signal representative of a portion of said addressable

memory space.

* * * * *
AMENDMENT AFTER FINAL REJECTION

In response to the Final Office Action mailed from the Patent Office on September 29, 1998, please amend this application as indicated below and consider the remarks that follow.

In the claims:

Please cancel claims 2, 3, 4, 8, 9, 10, 12, 13, 29, 30, and 33, without prejudice.

Please amend claims 1, 5, 6, 7, 11, 14, 15, 17, 18, 20, 23, and 31, and add new claim 34, as follows.

1. (Twice Amended) A computer system having a shared addressable memory space, comprising
   a data network for carrying data signals representative of computer readable information,
   and
   [a persistent memory device, coupled to said data network, and having persistent storage]
for data signals,]

a plurality of computers, each of said plurality of computers sharing the shared addressable memory space and including

an interface, coupled to said data network, for accessing said data network to exchange data signals therewith,

a local volatile memory device coupled to said computer and having volatile storage for data signals,

a local persistent memory device coupled to said computer and having persistent storage for data signals, and

a shared memory subsystem for mapping a portion of said shared addressable memory space to a portion of said persistent storage and said volatile storage to provide thereby addressable persistent and volatile storage for data signals accessible by each of the plural computers, said shared memory subsystem including

a distributor for mapping portions of said addressable memory space across said plurality of local persistent memory devices, to distribute said addressable memory space across said plurality of local persistent memory devices, and

a disk directory manager for tracking said mapped portions of said addressable memory space to provide information representative of which of said local persistent memory devices has which of said portions of said addressable memory space mapped thereon.

(Amended) A computer system according to claim [2] 1 further comprising

a cache system for operating one of said local persistent memory devices as a cache memory for cache storing data signals associated with recently accessed portions of said addressable memory space.

(Amended) A computer system according to claim [2] 1 further comprising

a migration controller for selectively moving portions of said addressable memory space
between said local persistent memory devices of said plurality of computers.

(Amended) A computer system according to claim [2] 1 further comprising
a replication controller for generating a copy of a portion of said addressable memory
space maintained in said local persistent memory device of a first one of said computers and for
storing said copy in said local persistent memory device of a second one of said computers.

(Amended) A computer system according to claim 1 [10] further comprising
a RAM directory manager for tracking said mapped portions of said addressable memory
space to provide information representative of which of said local volatile memory devices has
which of said portions of said addressable memory space mapped thereon.

(Amended) A computer system according to claim 1 [9] further comprising
a RAM cache system for operating one of said local volatile memory devices as a cache
memory for cache storing data signals associated with recently accessed portions of said
addressable memory space.

(Amended) A computer system according to claim 1 [9] further comprising
a paging element for remapping a portion of said addressable memory space between one
of said local volatile memory devices and one of said local persistent memory devices.

(Amended) A computer system according to claim [9] 1 further comprising
a migration controller for moving portions of addressable memory space between said local
volatile memory devices of said [plural] plurality of computers.
8. (Amended) A computer system according to claim [9] further comprising
a hierarchy manager for organizing said plurality of computers into a set of hierarchical
groups wherein each group includes at least one of said plurality computers.

9. (Amended) A computer system according to claim [9] further comprising
a coherent replication controller for generating a coherent copy of a portion of addressable
memory space.

10. (Amended) A computer system according to claim [9] further comprising
a distributed directory manager for storing within said distributed memory space, a
directory signal representative of a storage location of a portion of said addressable memory
space.

11. (Amended) A computer system according to claim [29] further comprising,

a page generator for generating a directory page that carries information representative of a
location monitor that tracks a data storage location, to provide a directory structure for tracking
homeless data.

12. A computer system according to claim 1 further comprising

a distributed directory manager for storing a directory signal representative of a portion of
said addressable memory space.
REMARKS

Extension

Please consider this a conditional petition and request for any extension needed to have this communication entered and considered, and please use our Deposit Account No. 20-0531 for any required fees not enclosed.

Claims

Applicants have canceled independent claims 29 and 33, and dependent claims 2, 3, 4, 8, 9, 10, 12, 13, and 30 without prejudice. Applicants have amended independent claim 1, and dependent claims 5, 6, 7, 11, 14, 15, 17, 18, 20, 23, and 31. Applicants have added dependent claim 34. Independent claim 1, and dependent claims 5-7, 11, 14-28, 31, 32, and 34 are now pending in this application.

Applicants’ representatives thank the Examiner for the telephone conferences on Oct. 6, 1998, and Oct. 13, 1998, during which the claims and some of the references of record were discussed.

Applicants submit that the claims as amended are in condition for allowance. In general, applicants have amended claim 1 to include the subject matter of claims 2, 3, 4, 8, and 9. Amended claim 1 recites “a local persistent memory device” and “a local volatile memory device” associated with each of the computers coupled to the network. Portions of the addressable memory space are mapped across these various local volatile and persistent memory devices. Applicants submit that none of the relied-upon references teaches or suggests local volatile memory devices (e.g., RAM associated with each networked computer) or persistent memory devices (e.g., hard disks associated with each networked computer), having portions of a shared addressable memory space mapped thereon.
Conclusion

In view of the foregoing, applicants respectfully request reconsideration, withdrawal of all objections and rejections, and allowance of all pending claims in due course.
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lobectomy [med] Surgical removal of a lobe of an organ, particularly of a lung. [lob'e-kot'om-ı]

lobed impeller meter [eng] A type of positive displacement meter in which a fluid stream is separated into discrete quantities by rotating, meshing impellers driven by interlocking gears. [lobcem 'imp-ə-lər]

lobefin fish [vet zool] The common name for members composing the subclass Crossopterygii. [lob'e-fin 'fish]

lobe-half-power width [elec] In a plane containing the direction of the maximum energy of a lobe, the angle between the two directions in that plane about the maximum in which the radiation intensity is one-half the maximum value of the lobe. [lob'z hal'f-par-ə-r width]

lobe-line [pharm] C22H25NO2. A crystalline compound isolated from the herc and seeds of Indian tobacco (Labelia inflata); melting point is 130-131°C; soluble in hot alcohol, chloroform, and benzene; used in medicine as a respiratory stimulant. [lo'be-lın]

lobe penetration [elec] Penetration of the radar coverage of a station which is not limited by pulse repetition frequency, scope limitations, or the screening angle at the azimuth of penetration. [lob' ben-ə-nə-trā'shən]

lobe switching See beam switching. [lob' swi'chə-nəg]

lobing [elec] Formation of maxima and minima at various angles of the vertical plane antenna pattern by the reflection of energy from the surface surrounding the main antenna; these reflections reinforce the main beam at some angles and detract from it at other angles, producing fingers of energy. [lob'ing]

lobolly pine [bot] Pinus taeda. A hard yellow pine of the central and southeastern United States having a reddish-brown fissured bark, needles in groups of three, and a full bushy top. [lob'ol-i 'pin'

lobeopodida [inv zoö] Broad, thick pseudopodia. [lob'a-'pöd-ə-də]

lobostia [inv zool] A subclass of the protozoan class Rhi-zopoda generally characterized by lobopodia. [lob'os-tē-ə]

lobotomy [med] An operative section of the fibers between the frontal lobes of the brain. Also known as leucotomy; prefrontal lobotomy. [lob'ä-tō-mē]

Lobry de Bruyn-Ekenstein transformation [org chem] The change in which an aldose sugar treated with dilute alkali results in a mixture of an epimeric pair and 2-ketohexose due to the formation of enolic forms in the presence of hydroxyl ions, followed by a rearrangement. [lob'ā-drē-'brōn ē-kēn'stēn tran-sform'ā-shōn]

lobster [inv zool] The common name for several bottom-dwelling decapod crustaceans making up the family Homaridae which are commercially important as a food item. [lob'ster]

lobular pneumonia See bronchopneumonia. [lob'ə-lər 'pə-nə-mē-nē-a]


local action [elec] 1. Internal losses of a battery caused by chemical reactions producing local currents between different parts of a plate. 2. Quantitatively, the percentage loss per month in the capacity of a battery on open circuit, or the amount of current needed to keep the battery fully charged. [mēt] Electrochemical corrosion resulting from the action of local cells. [lo'kal 'ak'ʃən]

local algebra [math] An algebra A over a field F which is the sum of the radical of A and the subalgebra consisting of products of elements of F with the multiplicative identity of A. [lo'kal 'al-gə-brə]

local anesthetic [pharm] A drug which induces loss of sensation only in the region to which it is applied. [lo'kal an'sē-thē'rik]

local angular momentum [mech] Angular momentum about an arbitrarily located vertical axis which is fixed with respect to the earth. [lo'kal an'gə-lar mom'ē-ntəm]

local apparent noon [astron] Twelve o'clock local apparent time, or the instant the apparent sun is over the upper branch of the local meridian. [lōkəl 'ap-pə-rənt nəm]

local apparent time [astron] The arc of the celestial circle, or the angle in degrees of the local meridian, or the angle between the lower branch of the local meridian and the hour circle of the apparent or true sun, measured westward from the lower branch of the local meridian of 24 hours. [lo'kal 'ap-pə-rənt tīm]

local-area network [comput sci] A communications network connecting various hardware devices together within a building by means of a continuous cable or an in-house voice-data telephone system. Also known as LAN. [lo'kal'er-'ə-net']

local battery [elec] Battery that actsuates the telegraphic station recording instruments, as distinguished from the battery furnishing current to the line. [lo'kal ba'kəri]

local battery telephone set [elec] Telephone set for which the transmitter current is supplied from a battery, or other current supply circuit, individual to the telephone set; the signaling current may be supplied from a local hand generator or from a centralized power source. [lo'kal ba'kəri-tel'ə-fon]

local buckling [mech] Buckling of thin elements of a column section in a series of waves or wrinkles. [lo'kal buk'ling]

local cable [comm] Handmade cable form for terminations of circuits at the attendant's switchboard, at any central office, and other locations, where wiring is run inside the section or unit. [lo'kal 'kæbl]

local central office [comm] A telephone central office, which terminates subscriber lines and makes connections with other central offices, usually equipped to serve 10,000 main telephones of its immediate community. [lo'kal 'sentrəl 'kén-trəl]

local change [oceano] The time rate of change of a scalar quantity (such as temperature, salinity, pressure, or oxygen content) in a fixed locality. [lo'kal 'chān-

local circuit [comm] A circuit to a main or auxiliary circuit which can be made available at any station or point from point to point through one or more stations. [lo'kal 'sir-kit]

local civil time [astron] United States terminology during 1925-1952 for local mean time. [lo'kal 'sir-əl tīn]

local clustcr of alara See local star system. [lo'kal kləstər av 'ələrə]

local coefficient [math] By using fiber bundles where the fiber is a group, one may generalize cohomology theory for spaces; one uses such bundles as the algebraic base for such a theory and calls the bundle a system of local coefficients. [lo'kalˌ kən'fə-shənt]

local coefficient of heat transfer [thermo] The heat transfer coefficient at a particular point on a surface, equal to the amount of heat transferred to an infinitesimal area of the surface at the point by a fluid passing over it, divided by the product of this area and the difference between the temperatures of the surface and the fluid. [lo'kalˌ kən'fə-shənt av 'hēt-tran-frə]

local control [comm] System or method of radio-transmitter control whereby the control functions are performed directly at the transmitter. [lo'kalˌ kon-trol]

local controller See first-level controller. [lo'kalˌ kon-trôlər]

local coordinate system [math] The coordinate system about a point which is induced when the global space is locally Euclidean. [lo'kalˌ kən'trōdˌstēt-səm-

local derivative [ph] The rate of change of a quantity f with respect to time at a fixed point of a fluid, df/dt; it is related to the individual derivative df/dt through the expression df/dt = df/dt - V·df/dt, where f is a thermodynamic property, V is the velocity vector of the fluid, and V the derivative of the fluid. [lo'kalˌ dē-frak-tiv]

local device [comput sci] Peripheral equipment that is linked to a computer system. [lo'kalˌ dıv'is]

lobotomy surgical removal of a lobe of an organ, particularly of a lung.
local distortion

directly to a computer or other supporting equipment, without an intervening communication channel.

local derivative [math] The absolute value of the derivative of an analytic function at a given point.

local exchange [com, dig] See exchange.

local extra observation [meteorol] An aviation weather observation taken at specified intervals, usually every 15 minutes, when there are impending aircraft operations and when weather conditions are below certain operational weather limits; the observation includes ceiling, sky condition, visibility, atmospheric phenomena, and pertinent remarks.

local flow [comm] The section portion of a line that connects to a calling line, through a line primary switch, to a local second selector and special service second selector, and returns a dial tone to the calling subscriber.

local forecast [meteorol] Generally, any weather forecast of conditions over a relatively limited area, such as a city or airport.

local group [astrob] A group of at least 20 known galaxies in the vicinity of the sun; the Andromeda Spiral is the largest of the group, and the Milky Way Galaxy is the second largest.

local gravity [phys] A state of motion in which an electron may be localization [com, sci] Imposing some physical order upon a set of objects, so that a given object has a greater probability of being in some particular regions of space than in others.

localized state [quant mech] A state of motion in which an electron may be found anywhere within a region of material, extending over a relatively small area, due to local magnetic influences. Also known as local attraction.

local horizontal [hydr] The water that enters a stream between two stream-gaging stations.

local invariance [phys] The property of physical laws which remain unchanged under a specified set of symmetry transformations even when these transformations are chosen independently at every point of space and time.

local inverse [math] See local inverse theory.


local invariant [math] Any state of a system which remains unaltered under a specified set of symmetry transformations.

local invariance [phys] The property of physical laws which remain unchanged under a specified set of symmetry transformations even when these transformations are chosen independently at every point of space and time. (Local invariance is one of the requirements for a theory to be a local theory.)

local invariance [math] See local inverse theory.

local leveling [navig] A directional radio beacon to provide aircraft with signals for lateral guidance with respect to the runway centerline.

local line [comm] A telephone line terminating at the local central office.

local loop [comm] See home loop.

local mean [astrob] Noon at the local meridian.

local mean [math] A family of subsets of a topological space such that each point of the topological space has a neighborhood that intersects only a finite number of these subsets.

local mean magnetic disturbance [geophys] An anomaly of the magnetic field of the earth, extending over a relatively small area, due to local magnetic influences. Also known as local attraction.

local maximum [math] A local maximum of a function is a value f(x) of where f(x) ≤ f(c) for all x in some neighborhood of c; if f(c) is a local maximum, it is said to have a local maximum at c. (Local maximum is also known as local maximum point, local maximum value.

local mean noon [astron] Twelve oclock local mean time, or the instant when the local meridian passes through the upper branch of the local meridian; local mean noon at the Greenwich meridian is called Greenwich mean noon.

local mean time [astron] The arc of the celestial equator, or the angle at the celestial pole, between the lower branch of the local celestial meridian and the hour circle of the mean sun, measured westward from the lower branch of the local celestial meridian through 24 hours. (Local mean time is also called local mean time.)

local minimum [math] A local minimum of a function is a value f(x) of where f(x) ≤ f(c) for all x in some neighborhood of c; if f(c) is a local minimum, it is said to have a local minimum at c. (Local minimum is also known as local minimum point, local minimum value.

local magnetic disturbance [geophys] A state of motion in which an electron may be found anywhere within a region of material, extending over a relatively small area, due to local magnetic influences. Also known as local attraction.

local meridian [astron] The meridian through any particular position which serves as the reference for local time.

local oscillator [elect] The oscillator in a heterodyne receiver, whose output is mixed with the incoming modulated radio-frequency carrier signal in the mixer to give the frequency conversions needed to produce the intermediate-frequency signal.

local oscillator [elec] The oscillator in a superheterodyne receiver, whose output is mixed with the incoming modulated radio-frequency carrier signal in the mixer.

local oscillator injection [elec] Adjustment used to vary the magnitude of the local oscillator signal that is coupled into the mixer.

local oscillator radiation [elec] Radiation of the fundamental or harmonics of the local oscillator of a superheterodyne receiver.

local observation [com] Observation made by groundwater. Also known as basin peat.

local procurement [ord] 1. Procurement of supplies or equipment in the continental United States by other than a centralized purchasing office, such as purchase by an installation of supplies and equipment for use of that installation. 2. Procurement of supplies or equipment for its own use in an area outside the United States by a United States military command located in that area.

local procurement office [ord]