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COPYRIGHT CONTRABAND

In the digital network environment, the threat of piracy has changed. The cost of reproducing a digital work has plummeted towards zero and the channels of distribution have become increasingly decentralized. This shift in the landscape of distributing creative works has posed a fundamental challenge to copyright, a law founded upon control over copying. This essay is a cautionary note on the legislative response to this threat.

Congress has increasingly turned to criminal sanctions in copyright law. While the beginning of the 20th century introduced criminalization to copyright with the rise of organized piracy rings, the 21st century promises to transform unauthorized copying into a felonious act. Over the last decade, a series of laws and amendments with criminal penalties have passed, including the No Electronic Theft (NET) Act and the Digital Millennium Copyright Act (DMCA). Whether or not a framework of criminal remedies is more effective at regulating behavior in an environment of mass disobedience, as has occurred in some peer-to-peer networks, is not the primary concern of this essay. Rather, this essay warns that in the rush to punish and deter misbehavior, legislators are essentially criminalizing technological devices and networks. 

It is the claim of this essay that a precarious new category of technology is being created by the judicial and legislative reaction to the changing landscape of distribution. This class of “copyright contraband” is a result of the tendency to misattribute moral agency to technological systems and devices.  Copyright contraband technologies are claimed to seduce their users to copyright infringement and subversively undermine traditional business models. This essay’s concern over this increasing criminalization of technologies is not only that it may hamper innovation, but also that it serves to undermine our traditional notion of responsibility. 

I. A Moral Inquiry into Criminal Copyright

The discourse over the moral justification for criminalizing digital piracy has been dominated by the copyright industries. Through pervasive public relations campaigns equating copyright infringement with theft and education initiatives to teach kids that downloading is stealing, the entertainment industries have succeeded in framing the debate over copyright morals. These campaigns depend on the notion of copyrighted works as equivalent to physical property and conceal the complex balances of copyright law incentivizing creativity and disseminating knowledge. The conclusion is made simple in that the punishment should be equivalent to those reserved for theft of physical property.

The opposition to this framing has been robust in academic scholarship and public interest advocacy, but not in a direct confrontation of this moral framing. At the root of their arguments is the divergent notion of the extent to which intellectual property is like real property. […]

A. Isolating Criminal Sanctions

The predominant justification employed in using criminal law to battle digital piracy is that of deterrence. The logic behind the reliance on criminal sanctions is that the more sever the punishment, the less likely people are to engage in the prohibited behavior. The highly publicized prosecution of individuals for copyright infringement, the theory goes, will send a signal to the thousands of others engaging in similar behavior about the potential consequences of their actions. This targeted means of selective punishment makes an example of several college students sharing music on the school network, some businesses that should know better than to use unauthorized copies of software, and some parents who should pay more attention to what their kids are doing on the home computer. This type of justification is fundamentally utilitarian and is justified only insofar as the punishment actually accomplishes the desired deterrent effect. But statistical observations of the number of copyrighted files over P2P networks and surveys inquiring as to individual attitudes towards file-sharing have shown that such efforts have generally failed. Those who support criminal sanctions as justified by its long-term efficacy claim that a new generation of individuals are being educated and that changing the tide of social norms is a long process. Some claim that the sanctions are still not sufficiently severe and advocate for the imposition of even harsher penalties. Perhaps it is because the risk of getting caught is sufficiently low that an increase in penalties is not the relevant factor.

There are several different theories justifying punishment within criminal law that differentiate the regulation of behavior from a civil context. The imposition of criminal penalties by the state accompany behavior that the law deems morally wrong, that results in harm to society, and/or behavior that is detrimental to the economic well-being of the community. The proper functioning of criminal law is dependent on the fact that social norms generally coincide with the legal justification for crime in order to sufficiently promote obedience and facilitate the law’s enforcement. The expanded criminalization of copyright law as a means of deterrence compensating for the increased difficulty of enforcement cannot in itself be the justification for criminalizing behavior society doesn’t perceive to constitute crime. While people consider commercial piracy operations to be akin to theft and morally wrong, they do not consider copyright infringement itself as wrong. People are generally familiar with the limitations on the rights of a copyright owner that makes infringement less like theft since they’re accustomed to the first sale doctrine that enables second-hand bookstores, the fair use that allows for quotation in commentary, and the personal uses that permit the VCR recording of TV shows. 

The cumulative effect of non-commercial violations may well elude many users, but the punishment for their wrongful conduct more befitting the tort regime aspects of copyright are more appropriately regulated by civil claims for infringement than under criminal law. On the Internet, where the ease and cost of duplication is not only trivial but also the fundamental means of communication, the criminalization of copying without a competing commercial purpose seems incongruous for most people. Criminal sanctions for copyright infringement may help shape future norms of how people use information, but a healthy legal regime requires that the existing norms that contribute positively to the spread of information and art not be overshadowed by an isolated calculation of the deterrent effect of increasingly harsher penalties.

The justification for criminal copyright of non-commercial uses according to a societal harm-based inquiry is more complicated in terms of the disconnect between the social norms of digital information and the law. The cumulative harm that may result in loss of revenue for copyright owners through minor acts of infringement on peer-to-peer networks, for example, is a distant abstraction for the individual infringer and counter-intuitive when those acts are familiar in terms of what was acceptable in the analog world. As with utilitarian and economic justifications of criminal law, the societal harm is measured not only by the revenue loss of copyright owners, but according to the overall effect on the state’s interest, the protection of copyright law in this circumstance. By constitutional design, copyright law tries to balance the incentive structure that protects the author’s market for their works with the complementary goal of disseminating ideas and information for public access. The battle over copyright on the Internet is entwined in the clash of the social norm of promoting information flow and the deterrence of piracy.

This essay moves from a consideration of the liability to the question of responsibility. This is intended to distinguish economic liability from the moral judgment that is attached to making something a crime. Isolating the criminal sanctions in copyright enables a focus on the moral justifications for punishment in the era of digital copyright law. The scope of the inquiry attempted here then is whether or not the behavior is morally culpable and therefore deserving of criminal sanctions. In criminal law, sanctions for behavior are justified only when we identify a mens rea connected to a particular actus reus. By focusing on the criminal sanctions of digital copyright in two case studies – P2P and DRM – this essay tries to demonstrate how complex a task it is to discern intentionality and causation in the digital network environment.

B. Causation and Intentionality in the Information Age

There is one particular aspect of the criminalization of copyright that this essay challenges as outside the inherent limitation of criminal sanctions. Copyright contraband occupies a class of criminal sanctions that penalizes technologies in their design and functionality, rather than the intent of its designers or its users. It is the copyright equivalent of blaming the highway for the cars speeding on it or assigning responsibility to the gun with which a murder was committed. While judges and legislators recognize in their opinions and reports that liability based on a notion of responsibility for bad acts in the technology itself is erroneous or dubious at best, the structure of recent criminal copyright law leads some cases to this conclusion.

In the digital network environment, the vast and complex distribution of networks places fundamental spatial and temporal distances between individuals and the context of actions they would take in the physical world. The essential design of technologies in this context is that of networks and platforms within which activities take place. In terms of the causal connection between the use of the program and the activity related to some sort of social harm in therefore one step removed from the operation of the technology. The way the program works is also separated into discrete steps, each representing stages in interconnectivity within the operation of the program that place distance within the causal chain. Information technology generally consists of stages of sending, reading, and performing sets of instructions – the program is run, the computer reads the instructions and translates them into a machine-readable form, and then performs the programmed operations. With networking technology, what is performed is the gaining of access to the network and the transmission of information in readable form. The action taking place is primarily that of translation and connection. Given the infrastructural design of technologies that primarily serve as platforms and networks, the intentionality of actions also get obscured. The intention of running a program is also essentially that of gaining access to a network or a file. What one does with the file or within the network is a different set of actions. 

Copyright contraband invites a moral claim about the margins of criminal liability in the realm of technology. This essay isolates criminal sanctions in copyright to illuminate their logical limitations. Technologies in themselves have no intentionality and can therefore have no criminal copyright liability. It is true that technology in itself can be deemed liable for harm under the law, such as in cases of strict liability where the product or activity is so dangerous that responsibility for disaster comes with it. But the logic of intentionality is optional in tort law, as in strict liability but also in cases of negligence. In criminal law, an actus reus must be accompanied by mens rea for liability to attach. By misattributing moral agency to technology, the law has exceeded the boundaries of justification in criminal law. The methodological approach of technology and responsibility attempts to reveal the contours of between the assignment of liability for the harm cause by a technology to its designers, in its users, or in the technology itself.

II. Technology & Responsibility: Map of a Methodology 

This essay proposes a methodology by which a means of evaluating the moral status of behavior in the digital network environment can take place. It is the hope that such a framework can guide a sense of social responsibility in technology development that is more appropriate to the digital network environment and does not stifle innovation or disincentivize creativity.

Responsibility is the ethical notion most closely related to the legal notion of liability. In the case of criminal law, the notion of responsibility is what performs the moral function of basing criminal wrong not only an act, but also on a requisite intention to commit the act. This is particularly relevant to behavior closely related to technology, as will be revealed in this essay, because of the mediation of technology between an individual and their act and create a more complicated causal relationship especially in the digital network environment. The ethical category of responsibility is also well-suited to an moral inquiry into technology because of the moral space it has created among engineers and scientists as exemplified by the engineering ethics of professional organizations and relevance of social responsibility to scientists in the latter half of the twentieth century in debates about atomic energy and more recently that of genetic engineering. The appearance of responsibility in philosophical discourse is relatively recent and in fact coincides with the rise of industrial technology.

In this essay, I will describe three different conceptual approaches to the notion of responsibility and technology: (1) the instrumentalist approach; (2) the capabilities approach; and (3) the ideology approach. Each of these accounts for a different type of relationship between individuals and the technologies they use, and each of these has different implications for the degree of responsibility assigned to the design of the technology itself. They all rest on a different conception of what technology means. These three different approaches can hopefully serve as a framework for more robust debate of the moral implications of new technologies as treated by the law.

A. The Instrumentalist Approach

According to the first approach, the instrumentalist view, technology is defined as providing the means for the realization of human ends.
 Technological artifacts are understood to be tools or devices.
  It is the most basic and most ancient view of technology and is also entirely accurate. It is undeniable to say that a hammer is a means of striking a nail, that an airplane is a means of transportation by flight, and that a word processing program provides a mean for writing. Its advantage as a description of technology is in just that, it’s ability to account for the widest range of technology – from the simplest handtools, to complex industrial machines, and still today for information and communication technologies. It also simplifies questions of responsibility and technology by considering the device in itself as ethically neutral and entirely dependent on the ends to which it is put, both good and bad.

1. The Means-Ends Relationship

Responsibility, in this approach, is restricted in its moral inquiry to an examination of the ends to which the device is used. So responsibility in regards to the use of the hammer is solely related to the moral status of the action for which it was used. When the hammer is used to strike another person, it is merely the instrumentality of the assault. There is no moral difference in this approach between the use of a hammer to commit the assault and the use of a chair, except perhaps for the degree of harm the person intended or should have expected. There is a direct causal relation between the use of the hammer as a means as applied to the act of striking someone as the ends.

The instrumentalist approach is indeed helpful in evaluating simpler technologies, but often fails to account for the complexity of today’s technologies. The industrial age introduced elaborate automated systems that not only repeated their own actions, but also caused other machines and devices to do some further thing. From the standpoint of responsibility, the distance created between the individual operating the machine and the eventual ends of its function served to erode the clarity of assigning responsibility to the user. The harnessing of electrical energy to further free machines so that they can function on their own without its operators accentuates this diminished relationship of the intended actions of the individual and result of the machine’s functions. Another significant shift in an inquiry of responsibility in regards to industrial technologies is the increased relevance of the actions and intentions of the machine’s designer and the engineers who build it. When complicated machinery malfunctions or produces effects secondary to its main functions but acting according to design, a moral inquiry into responsibility for the harm must then include consideration of the technology’s makers and their role in the harm that results.

2. Historical Shortcomings

In the information age, the clarity of causal connections are further obscured by the distributed communicative nature of the digital network environment. This is especially the case when the technology itself increasingly looks like a platform for a community of people, each of which participates in the functionality of the technology as a whole. This interconnectedness is the premise of the very architecture of the Internet and the myriad of devices and applications that make it up. Combining this architecture with information processing systems that can increasingly perform unpredictably and adapt independent of their designer can dissolve the sense of responsibility throughout the vast networks of this extremely large scale system. 

The complicated landscape of a moral inquiry into responsibility in this web of communication is illustrated in the following example of a computer virus. The spread of a virus causing harm to computers somewhere down the line, is facilitated to varying degrees by all those devices connected to that network. The perpetuation of the virus moves from computer to computer by finding a way to be transmitted to other computers with which it communicates, with the complicity of the host computer, whether or not the computer’s owner is aware of it taking place. 

Responsibility for the harm is vested primarily on the originator of the virus, but the participation of countless others along this network begs the question of where else responsibility might fall. What is the role in the eventual harm of the various nodes across the network? What kind of responsibility can be assigned to the manufacturers of the programs which the virus exploited to go from place to place, or the network administrators who oversee the traffic across the networks, or even the individual computer user who opted out of the security update that her operating system tried to install? We may conclude that none of these actors other than virus’ developers should be deemed to have committed a moral wrong, but an inquiry into the distribution of responsibility in the actions among many participants causing harm along the way across the network is unavoidable.    

The instrumentalist view does not help us account for the complexity of responsibility in this digital network environment. It maintains a direct causal relationship between the individual and the purpose for which he uses his tools or machines and restricts itself to a simplified means-ends relationship. It ends up ignoring the great disconnect that has evolved in the relationship of people to technologies through several technological revolutions. The increased automation of information processing, the distributed infrastructure of networks, and the social contexts they create do not conform very well to being acted upon solely as means for isolated ends. If we are to try and find a more systematic method of identifying responsibility in the information age, this approach will not suffice.

B. The Capabilities Approach

The capabilities approach to responsibility and technology takes into greater account the functionality of the technology itself and focuses more on the relationship of the creators of the technology to its design. Under this approach, technologies are understood to have general and multiple purposes afforded by the way in which they are constructed. The emphasis is no longer on the particular ends to which the individual uses the device, but on the potential uses to which it could be applied. The technology is no longer ethically neutral, but in fact defined by the risk of harm posed by not only the secondary effects of its intended use, but also the potential improper use or misuse of the technology. 

1. Multiple Uses of Technology

The share of responsibility for actual harm or risk of harm of a technology is measured in reference to the ways in which experience has shown it to be used. Under a capabilities approach then, regulation of a technology can be justified in particular contexts by what could be done with the device. The example of airport security at a time of sensitivity to terrorism demonstrates this well. The Transportation Security Administration (TSA) maintains a list of items that cannot be taken aboard a plane, of which the included prohibited items changed drastically after the lessons drawn from the 9/11 terrorist attacks. The 9/11 tragedies were made possible, it has been revealed, when terrorists took over control of a plane by using boxcutters as threatening weapons. Combined with the additional risk calculated when it is was understood that the airplane itself can be used as a weapon to destroy buildings, it was concluded that allowing passengers to be carrying items that could even potentially be used as weapons, formally called “dual-use” items, should be banned from the plane. It is for this reason that even mundane items that would not occur to an ordinary person to use as a weapon are also included. The prohibition is also constructed such that even if the prohibited device is brought onboard a plane accidentally, the individual carrying it can be criminally prosecuted. The logic of the regulation follows the capabilities approach in that the responsibility assigned to the potential harm that can be caused with these devices attaching to the devices themselves. 

The risk analysis in this fundamentally empirical approach drifts away from the intentionality of the user as determinative of responsibility. It is better suited to the complexity of contemporary problems, but also further from the kind of moral wrong we consider worthy of criminal punishment. The determination of whether or not an item is prohibited is largely dependent on how individuals have used these devices in an aberrant way in addition to the likelihood that someone may do so in the future. The valuation of this risk is compared against the burden some form of regulation would impose on ordinary uses of the device. As we see in the TSA prohibited items list, some devices are allowed if they have certain characteristics, such as scissors with blades shorter than four inches or knives if they are plastic or rounded. The balance is struck in a compromise that prohibits those items that could pose a danger for all passengers, but not those which could, but are unlikely to be used in this harmful way.

It is in this balancing realm of potential harm and ordinary uses that the capabilities approach is vulnerable to misapplication. The baseline standard by which a technology is evaluated is often predictive of the result of the analysis. If the baseline capabilities analysis is whether or not there are beneficial ordinary or legitimate uses of the technology, then it is more likely that the technology will be assigned incidental responsibility for the harm that is caused. If the baseline rather is the potential harm that capabilities of the technology facilitate, the degree of responsibility assigned to the technology as mediator for the harm will more likely be higher. If a technology becomes associated with significant potential damage, there is a tendency to overemphasize the capabilities that could cause harm. It is when the uses of a tool or device are so commonplace and the potential harm seems remote in a causal chain that regulation of the technology becomes inefficient and burdensome to implement and enforce. The problem with the capabilities approach then lies in its very strength of evaluating the way people can and do use technologies, in an anthropological sense, in reference to a perceived threat. The overall benefit of the technology can be subsumed by some of its capabilities, if the potential for the harm is depicted as grave enough. 

The potential harm aspect of the capabilities approach has a corollary to the analysis of potential uses. In evaluating capabilities, we are also capable of evaluating secondary effects of the technology that are separate from how they are used, potentially and unintended included. Secondary effects are those benefits and harms that result from technology, but are external to the means-ends relationship of how they are used. An example of this kind of approach is evident in the environmentalist critiques of pollutant technologies. Environmental hazard evaluations are required of technologies, the operations of factories manufacturing them, or construction activities related to them in order to reveal secondary effects. The secondary effects analysis can also have an impact on the benefits side of the evaluation of a technology, Positive externalities as secondary effects promote social welfare in terms of freedom and democracy. These are also to be considered as capabilities of a technology. 

2. Between Designer and Functionality

An important shift takes place in the analysis of individual action under the capabilities approach. The relationship of designers and engineers of technology come to the fore, since the way a technology is designed is understood as functionally determining the capabilities it will have. Technology developers must then consider not only how the device can do a task optimally when used, but also how it could be improperly used or what secondary effects it might cause. A higher degree of responsibility is assigned to the engineers and designers in the capabilities approach because of their unique position in the way the technology is shaped. This approach therefore invites an inquiry into not only what the designers and engineers intended by their design, but what they could or should have anticipated if some features of the technology were made one way or another. It is now the relationship of the intentionality of the designer in connection with what the technology can do that becomes the center of inquiry.  

This intentionality of the designer comes through in the functionality of the technology. The consideration of possible uses and secondary effects of a technology poses a challenge in deciphering the level of intent of the designer. While enabling a consideration of what the designer intended by the design, the capabilities approach also tries to take into account the potential harm the designer was aware of or should have known. Absent any explicit writing of what the designer intended and besides the instructions on how to use the technology, the functionality reveals a great deal about how a technology can be used. An example will help explain. Take an automated toy doll. The functionality of the design of having the doll’s parts move or utter sounds requires a portable energy supply that is possible only with batteries. Some consumer advocates point out that batteries have a tendency to leak or overheat and make a child sick. These advocates lobby toy manufactures and consumer protection bodies to place warning labels on the toys or recall them from the market. The risk posed by the secondary effects of the automated toy doll combined with consideration of the age group to which the toy is marketed are taken into account when determining what regulations are appropriate. When determined to pose sufficient risk, the responsibility then falls on the toy manufacturer to design the toy in such a way that minimizes the possibility that a battery leak will harm the child. The functionality of an automated doll, explicitly designed to run on batteries, would then impute a certain degree of responsibility to the designer for children playing in close proximity to batteries.  

There is a notable opportunity for confusion under the capabilities approach between the functionality of the technology with the intentionality of the designer. As described above, the functionality is sometimes examined as a way of deducing the intentionality that attaches to the technology’s maker. The fallacy in using the two interchangeably is evident when one then makes the conclusion that all automated toys pose a risk to children. Yet dolls that could once only run on batteries can be made to run on another source of energy, with less risk of toxic harm. A battery-run doll can be constructed in such a way with batteries that it is encased so that any leakage is prevented from being released. Even when the designer is aware of the risk of batteries causing harm to children, the functionality of automation in dolls cannot be considered inherently dangerous. Though it is a thin line between looking to the functionality to discern the designer’s intent and assigning intent to functionality, the moral implications of the two are significantly different. When conceived such that a particular functionality causes subsequent harm, a misattribution of moral agency is transferred to the technology itself, an incoherent claim for the standpoint of responsibility.

C. The Ideology Approach

The ideology approach to technology and responsibility is significantly different than both the instrumentalist and capabilities approaches in its orientation to technology beyond the means-end relationship. Technology under this approach encompasses the vast infrastructure and body of knowledge in which a culture organizes its life and interacts with the world. It is not seen as a means to accomplish tasks, but rather as defining the structure of our social environments, from the design of our urban spaces to the transactions of the marketplace, and from our medical activities to the form of our communication. The ideology approach attempts to reveal the conception of the world as  it is encoded into the design of technology itself. The ideology that is embedded in our technological infrastructures reflects the fundamental values underlying these transactions in our daily life. Each individual tool or device or even groups of devices may embody part of the contours of the organization of social and economic life. The ideology approach to technology and responsibility forces us to address whether these spaces that are constructed facilitate moral relationships and transactions.

1. The Diffusion of Causation

Responsibility under the ideology approach is difficult to identify when referenced against a means-ends conception of technology. When the technology itself is a network or platform for the tasks of our life, the causal chain can be stretched beyond recognition. In the digital network environment, the performance of tasks surpass the spatial and temporal boundaries of transactions in physical space. Commerce in cyberspace is no longer contained by necessities of physical proximity or even simultaneity of the act of buying and selling. The actual actions taking place of information exchanged between systems to accomplish tasks are approximations and metaphors of their real-life equivalents. 

The causal chain is obscured primarily in the fact that the technologies do work by and to themselves in the space between their use and the resulting action. The more technologies operate as self-sustaining systems, the more the assignment of responsibility becomes diffused and distributed. The diffused nature of action also makes greater harm possible in the aggregation of individual acts. This diffusion of causality becomes more apparent when we move along the evolution of technologies from hand tools to industrial machines and finally to information and communication technologies. With basic hand-tool technologies, there are only two distinct stages relevant to causation – the making of the tool and the way it is manipulated.
  From the perspective of the designer, the actual use of the finished tool is beyond the reach of his control. In the case of industrial machines, the designer extends his reach into the technical actions that the machine performs. The machine is built so that it can go on by itself once it is initially operated. The mechanical assembly of the parts is constructed such that different parts of the labor process is broken down into a series of discrete operations that combine to perform the functions of the machine. Each of these operations has its own sub-chain of causation, and the distribution of causation becomes increasingly complex the more complex the mechanical system becomes.

The causal chain of information-processing technology is further distributed into three stages between the design and the action. In the program design stage, the software engineer encodes a design into a language that can be translated by the computer. The second stage consists of the computer turning the programmed design into a set of working instructions in machine-readable form. The final stage is the performance of its functions according to the instructions. This causal chain is not only further distributed than in mechanical machines because of the extent to which the technology operates itself, but it is also takes on a different form. In the digital network environment, the engineer inputs a program that includes sending instructions to other interconnected machines. The subsequent following of instructions is dependent on the first computer gaining access to another computer and sending instructions in a language that this second networked computer can read and act upon. A new set of interactions within the network itself and between other interconnected machines make up a significant part of this causal chain, which is invisible to the users. An example of the aggregated harm this might cause is evident in the otherwise mundane occurrence of a bank error. In the digital network environment, a bit of false or erroneous data can get distributed across the network to alter a whole collection of transactions. A computerized bank error can result in the failure to get cash from an ATM, the refusal of payment with credit cards, and even the shutting off of phone and utility services. Identifying the responsibility that should be assigned to the various parts of this vast interconnected network is a much more complicated endeavor.

2. The Clash of Ideologies

The ideological approach focuses less on individual acts and the resultant harms, though it accounts for them within the system in which the act takes place. It instead focuses on the way in which the technological infrastructure impacts the context of the action and its harm. It takes what in the instrumentalist approach would have been considered a value-neutral tool and tries to reveal what is hidden or distorted by the technological system. It aims its analysis on the values of society and their technological embodiment in terms of its structure. The ideological approach to technology and responsibility assumes that there are different conceptions of organizing society and achieving its goals of which the infrastructure of a technology articulates a choice which need not be inherent to that system. 

The example of the fast-food drive-thru as part of the overall transportation system begins to reveal the clashes of values and their embodiment in systems. The drive-thru window of a fast-food restaurant makes it possible for a customer to order and receive a meal without having to get out of their car or even park. It affects the architecture and layout of the restaurant building and impacts the design of the entrance from the street, enables the proximity of food establishments next to highway exits, and informs the design of the car with the need for a built-in cupholder. The ideological approach takes into account all of these social constructions and their historical contingency. But the advantage of the ideological approach is its ability to place these designs and implementations within the broader context of society’s values. Speed and efficiency are the most easily apparent values behind the design of the drive-thru infrastructure. Competing values consistent with an environmentalist view of the world sees embedded within this otherwise value-neutral means of getting food a perpetuation of energy waste in the car’s consumption of oil and emission of toxicants in the very logic of this design. Analysis in terms of responsibility and technology would focus on an evaluation of the overall impact of these design choices and the relevant interests and their power in maintaining one structure above another. There is an attempt to find a way for these competing ideologies to co-exist once fundamental values have been revealed and when they are irreconcilable, the ideological approach permits us to judge the optimal social welfare in a balancing of values.

An example of the way in which these ideological clashes play out in a digital network environment helps illuminate a different dynamic of power. The ‘minitel,’ which was the early French manifestation of networked computers, was originally designed to enable users at phone-like terminals in their homes to access different databases for relevant information.
 The top-down architecture of information delivery to its receiving consumers reflected a government’s notion of centralized communication to its citizens. As it turned out, users were most attracted to a feature of the technology that allowed them to communicate with other Minitel owners in a form of online chatting, a use that was not anticipated by the system’s designers. In the information age, when the user has the ability to modify and reconfigure the operation of her tools, the flexibility of the system of interconnected communication allows for a competing ideological conception of the technology to emerge. The clash of ideologies may still take place, but the infrastructures embodying those ideologies can exist within and in parallel to the dominant technological ideology. 

Responsibility and technology in the digital network environment is sought in facilitating the co-existence of competing technological ideologies. In trying to resolve the clashes of technologies, the ideology approach takes into account that tools and devices are no longer closed systems. Individuals and communities will find ways to modify and technologies and make them suitable for their own social ends. The technologies become platforms, in a sense, for networks and transactions. Despite this flexibility, the complexity of the digital network environment maintains levels of hierarchy of platforms and networks on top of which other networks and applications reside. The openness of networks and the interoperability of applications are not taken for granted. The ideological approach recognizes that design standards become embedded in stable social environments over time. The clashes of technological ideologies take place in the struggles over control of the layers within the increasingly vast and interconnected system. 
III. Case Studies in the Digital Network Environment

A case study of P2P technology is helpful in focusing in on the relationship between the users and the technology. The network itself is just a means of connection between people. What is controversial in the case of P2P technology is of course what individuals do in those networks when there is no mediation between them. The legislative response to P2P, in the NET Act and its related amendments, aims squarely at the kinds of files shared and their retail value. The law however places the standard low enough that it includes within its gambit of criminal liability even ordinary users of P2P. This serves to essentially attach criminal liability to the network itself.

In the second case study of DRM and the anti-circumvention provisions of the DMCA, we encounter a different dynamic of technology and responsibility. In the criminal provisions of the anti-trafficking provision of 1201, we encounter a legislative structure that endorses an infrastructure of distribution of digital files with technologic protection measures. Under repeated judicial interpretations of the DMCA, the ability of the device to circumvent is sufficient to be in violation, considered separately from whether or not copyright infringement occurs as a result of the use of that circumvention device. It is the circumvention functionality rather than acts of infringement that are the measure by which the technology could be deemed criminal. The criminal sanctions of the DMCA are therefore attached to the core functionality of the program and reveal the relationship between the designer and the technology

A. P2P: The Prosthetics of Piracy?

The P2P environment serves as an interesting context in which to explore the relationship between users & technologies because of the distributed network infrastructure that tends to limit a sense of responsibility on the users at the ends. It is also the context in which legislators have turned to criminal law in the several instances discussed in this essay to address the problem of digital piracy that seems so out of control. As a companion strategy to the targeted lawsuits of individual file-sharers, the entertainment industries have tried to fortify their battle against P2P networks by targeting the technologies themselves by suing the file-sharing systems developers in civil suits.

1. Distributed File-Sharing

In the conventional imagination of copyright piracy in the analog world, surreptitious groups of swindling thieves band together in organized chains of illicit reproduction and mass distribution of popular works.  The criminal ring, it is thought, originates in clandestine warehouses where secondhand equipment churns out endless copies of box office blockbusters and top 40 hits.  These questionable quality copies in turn are packaged in unofficial artwork and counterfeit labels and smuggled out to a sprawled gang of distributors.  The connection of crooks culminates with the street vendors hawking their imitation products on black markets for a fraction of store costs.  In order to combat these criminal piracy rings, the chief task of law enforcement is to destroy the chain of distribution and shut down the source of production.

In the age of the Internet, a new story has emerged.  The threat of copyright piracy now captivating the public’s imagination is taking place within P2P file-sharing networks. When P2P software is installed on a computer logged onto the Internet, the folders opened up to the network make the electronic files within them accessible to all the other nodes in the network for download.  The exponential growth of these decentralized networks has created vast libraries comprised of all types of files that can be transferred instantaneously, as perfect reproductions, and free of charge. While the infrastructures of these networks are generally agnostic as to the types of files they contain, the majority of shared files on the most popular of these P2P networks have been copyrighted music, movies, and computer programs.

When an individual gets onto a peer-to-peer network, they are confronted with an interface to a distributed network of peers, all users also attached to the network. They are able to see what files are available at any of the other shared folders of users connected to the network. From the standpoint of their relationship with the technology, they search for and discover the availability of files, knowing very little about their source of origin, but aware that with the click of a download button, they can begin the process of getting that file.

Yet it is important to understand that the value of the network is in the aggregation of its connections. Putting people in direct contact with others leads to a more democratic form of communication. The diversity of what is communicated and the media and information that is shared are the reflection of the interests of the people associated with the network. […]

2. The NET Act: The Network’s Intent

Until legislation of this past decade, criminal sanctions for copyright infringement have grown with the increased difficulty of enforcement to increase the deterrent effect of the penalties. With each incremental rise in the severity of punishment was the economic justification that competitors of copyright owners pirating their copyrighted products would be deterred by the increased costs and risks of engaging in piracy. The first copyright provisions providing criminal penalties were enacted in 1897, in response to the complaint of the copyright owners in plays could not effectively pursue civil claims against traveling performance troupes who were hard to track down. The law made it a misdemeanor to unlawfully perform publicly dramatic and musical compositions, and defined the requisite intent for infringement as being committed “willfully” and for the sake of profit, and was expanded to include all copyrighted works several years later. 

The next major changes to the criminal provisions in copyright came in 1976, when the problems in determining profit on the part of the infringer prompted Congress to amend the competitor standard to acting “for purposes of commercial advantage or private financial gain.” Criminal penalties were raised to the status of felony in 1982 and subsequently 1992 to counter the growth of wholesale piracy rings in the 1970s & 1980s made easier by decreasing costs in reproduction equipment. By that time, the penalties had grown from the maximum of 1 year imprisonment and $1,000 fine in 1897 to maximum fines of $250,000 and 10 years imprisonment for repeat infringers based on a threshold of copies sold of movies, sound recording, or software over a 180-day period. Throughout this period of growth of criminal sanctions, the increased penalties roughly correlated with the deterrent costs of engaging in competing piracy operations, with adjustments based on the increasing difficulty of enforcement.

The basic focus of criminal copyright changed dramatically with the enactment of the NET Act in 1997, when the commercial motive requirement was replaced with a provision extending criminal sanctions to infringement without any financial gain. The law was specifically intended to close a perceived loophole in the criminal provisions after the court in US v. LaMacchia
 held that the criminal infringement did not apply to an Internet bulletin board, which hosted thousands of dollars of software programs freely available for download. Rather than requiring a motive of “profit” or “commercial advantage or financial gain,” the NET Act defined copyright as criminal merely for the unauthorized reproduction or distribution of copyrighted works, as long as it met the retail value threshold of $1,000 over a 180-day period.

When you calculate how many songs or movies or other copyrighted works need to be copied over a 180-day period in the shared folders of the millions of peer-to-peer application users today, it is likely that most of them could be held criminally liable for even minimal and sporadic use of the network. Proponents of the NET Act point out that the cumulative effects of non-commercial copying on a distributed network could add up to significant loss of revenues for copyright owners. But the low threshold for criminal infringement extends to many other ordinary uses which people do not consider infringement of copyrighted works. It does not require too many copies of some articles, selections from books, video clips, etc. distributed by a teacher to a class or an Internet user to friends on a mailing list for the threshold to be met. Even the requirement that behavior have “willful” intent is most commonly defined by courts as requiring only knowledge that the act most likely constitutes infringement, without a basis for an awareness of harm caused or moral wrong perpetrated.

By removing commercial advantage and putting retail value as measure, the P2P users intent in joining the network and putting files in a shared folder is made independent of the harm. The very act of becoming a user in a P2P network and doing what a normal user would do, in accumulating files in their shared folder, regardless of their purpose. The fact that the individual may be listening to a song in order to decide whether or not to buy an album becomes irrelevant, regardless of how often or how seldom that's their intent, because of this cleavage between the act and the intent. This is why the willfulness requirement is so important, as others have forcefully argued. Otherwise, the presumed intent necessary for criminal liability would be assumed by the P2P network itself. Once we get to this point, we may ask whether or not there is something inherent in the technology that necessarily brings about this harm. By attaching criminal liability to the ordinary users of a network, we are forced to accept that there is something morally wrong with the design of that technology. 

The eventuality of this conclusion is apparent in the attitude of the Department of Justice, charged with enforcing criminal copyright law. In a memo directed to its employees, but also promoted as sound policy by its inclusion in the Task Force on Intellectual Property report, the DOJ concludes:

“Peer-to-peer (P2P) file sharing is a capability that allows individual users of the Internet to connect to each other and share files. These systems tend to be highly decentralized and tailored to persons seeking to exchange certain types of files. While there may be appropriate uses of this technology, research shows that the vast majority of files exchanged on P2P networks are copyrighted music, motion pictures, and pornography. P2P file exchanges are also a common distribution avenue for viruses and other types of malicious code.

Department computer systems, as well as those operated by contractors on the Government’s behalf, may not be used for the sharing of illegal material or unauthorized copyright material. There are very rare occasions when employees need to use P2P capabilities within the Department. Such uses can only be authorized after conjsultation with the CIO. Use of the P2P file sharing using the Internet is expressly forbidden. Technical controls on such use are already in place and they will be strengthened as appropriate.”

3. Ideology in Peer-Produced Distribution Networks

[…]
B. DRM: An Ideology of Permission

P2P and other technological systems in the digitally networked environment have fundamentally challenged the ability to fight copyright piracy by shutting down isolated points along a chain of distribution.  The Internet itself and the P2P networks that have arisen within it are in fact designed to survive such attacks and to facilitate the delivery of messages from one place to another even when multiple points along its way are obstructed.  The technological solutions of the past decade have therefore reacted to this crisis of enforcement by rearranging the paradigm of control in these networks.  Rather than remain vulnerable to futile efforts to obstruct points along the network after piracy has occurred, copyright owners have embedded technological protection measures (TPMs) on the files themselves.  Yet millions of files unprotected by TPMs and still others whose embedded protections have been disabled or removed are transferred over these networks every day.

1. Technological Protection Measures & Circumvention Devices

The anti-circumvention provisions of the DMCA introduced a new category of violation to copyright law, providing legal fortification for technological protection schemes employed by copyright owners to control the access and use of their digital works. In addition to prohibiting circumvention of a TPM, the DMCA bans the development or distribution of technology that could be used to bypass those measures.

The anti-circumvention provisions of the DMCA extends criminal sanctions for copyright into the realm of non-commercial personal uses by criminalizing unauthorized access to copyrighted works people already own. The law has three main provisions: the prohibition on bypassing technological protections on digital works restricting access; the ban on trafficking in tools that enable circumvention of access controls; and a ban on trafficking in tools circumventing protection of the rights of a copyright owner. The DMCA establishes criminal penalties on new kinds of acts distinct from infringement, and the legal controversies that have arisen in recent disputes over application of the law reinforce the doubt that the actual uses of the copyrighted works after circumvention are irrelevant to a violation under the law.

The network environment connecting individuals to each other decentralizes the potential for infringement and piracy. Copyright owners argue that preemptive regulation is therefore necessary in circumstances where perfect copies are not only possible (similar to digital audio tapes), but also easily distributed over the Internet. By returning the means of access to the centralized control of the copyright owner, the DMCA not only attacks the potential for piracy but also undermines the basic decentralized infrastructure of the Internet. Eliminating the potential means to engage in unauthorized access and copying may also prevent the application of circumvention devices for substantial noninfringing uses. The structural differences of simultaneously encouraging the access and copy control functions of protection systems and applying it generally rather than to a specific product are significant in the collateral damage accumulated so far by the DMCA.

The DMCA promulgates an infrastructure of the digital environment in which the access to data is frustrated by the use of technological protection measures. These systems are not mandated for the use with particular media, but are rather encouraged by the broad law that protects them. The broad nature of this statutory affirmation of a particular ideological relationship with technology is evident in the way in which the DMCA defines a technological protection measure. Section 1201(a)(3)(B) defines a technological device as one which "'effectively controls access to a work' if the measure, in the ordinary course of its operation, requires the application of information, or a process or a treatment, with the authority of the copyright owner, to gain access to the work."
 There is no indication that the technological protection be particularly powerful or difficult to overcome, but rather that an attempt is made by the use some technological mechanism to conceal access to a copyrighted work.

This aspect of the DMCA reveals the degree to which the structure of the law is at odds with the meaning of technology and the human relationship to it. The law bans any device, no matter how scientifically advanced or use-enabling it is, which overcomes the obstacle of gaining access to a copyrighted work, even if that protection system is fundamentally flawed in its capacity to perform its function. Given the expense that might be incurred in developing a stronger and more effective (in common parlance) protection system, the law in fact creates an incentive system in which technological progress in encryption is actually deterred. If a company can make use of a weak technological protection system that demonstrates some attempt at controlling access and it will be upheld by the law, then the cost effective and rational behavior of that company would dictate protecting their system in the quickest and cheapest manner possible. The DMCA therefore legislates a structure of technology in which the proposed infrastructure itself has not been proved possible in its capacity to perform its function, while banning the technology that demonstrates its weakness.

2. DMCA: Second-Hand Infringement

The DMCA was signed into law as the legislative fulfillment of the World Intellectual Property Organization (WIPO) Copyright Treaty adopted two years earlier, when an international delegation sought to apply existing international norms to the digital age.
 The first U.S. implementation of the anti-circumvention provisions came from the Senate Judiciary Committee, declaring in the introduction of its report that it will "make digital networks safe places to disseminate and exploit copyrighted material."
 With respect to the balancing of public access and copyright recommended in the WIPO Treaty, the Judiciary Committee Report was designed almost solely to protect the copyright interests.
 The imbalance of the Senate version of the legislation was a result of the success of entertainment industry lobbying over that of the information technology industry.
 The information technology industries argued that such a legal framework would damage innovation and competition in the burgeoning digital economy. More specifically, they argued that the imbalanced nature of the anti-circumvention provisions would greatly hinder activities such as lawful reverse engineering, computer security testing, and encryption research upon which innovation in the computer world often depends.
 

Responding to these concerns, the House Commerce Committee warned of the implications of an absolute ban on circumvention devices, apparently mindful of the means-ends relationship, noting that "it is not easy to draw the line between legitimate and non-legitimate uses of decoding devices, and to account for devices which serve legitimate purposes."
  The House Report further commented on the novelty of such a ban, concluding that Congress has "historically advanced th[e] constitutional objective" of the Copyright Clause of the Constitution by "regulating the use of information—not the devices or means by which the information is delivered or used by information consumers—and by ensuring an appropriate balance between the interests of copyright owners and information users."
 On the one hand, the report indicated that the anti-circumvention provisions do not fall astray of an appropriate means-ends relationship, declaring that "all of these provisions are technology neutral."
 On the other hand, the report also recognized that the structure of this type of regulation of technology was inappropriate as enacted under Title 17 and recommended that they be established as free-standing provisions of law: "The Committee believes that this is the most appropriate way to implement the treaties, in large part because these regulatory provisions have little, if anything, to do with copyright law."

The Senate Report was also cognizant of the moral agency problem and the means-ends relationship when it noted that the circumvention device bans “drafted carefully to target 'black boxes,' and to ensure that legitimate multipurpose devices can continue to be made and sold."
 This characterization of circumvention devices as “black boxes” nevertheless commits the fallacy of attributing moral agency to technology by naming a category of devices that are deemed to have no purpose other than to engage in illegitimate activity. The Judiciary Committee report cited three examples of copyright statutes that regulate such “black box” technology in order to support its defense that the structure of the DMCA is not an unprecedented extension of legislative power.
 The latter two statutes cited are not even copyright laws, but rather telecommunications regulations enacted under title 47. 

It is instructive to contrast the language used by the Judiciary Committee to declare the narrow purpose of the circumvention device ban with that used by the Commerce Committee in its discussion of targeting these so-called "black boxes." The latter report explained that "[t]his provision is not aimed at products that are capable of commercially significant noninfringing uses, such as consumer electronics, telecommunications, and computer products - including videocassette recorders, telecommunications switches, personal computers, and servers - used by businesses and consumers for perfectly legitimate purposes."
 The significant difference between the two, outside of the more detailed enumeration of permissible devices, is the use of the term "significant noninfringing uses," originating in the Supreme Court's seminal fair use case on copy enabling technology, Sony v. Universal.
 In that case, the Court discussed how the law of copyright has developed in response to significant changes in technology. "Indeed, it was the invention of a new form of copying equipment - the printing press - that gave rise to the original need for copyright protection. Repeatedly, as new developments have occurred in this country, it has been Congress that has fashioned new rules that new technology made necessary."
 The active lobbying efforts of the entertainment industry have in fact attempted to roll back the broad rule advocated by the Sony v. Universal Court that the sale of a particular product does not constitute contributory infringement simply because it enables copying, but rather in order to be immune from liability "it need merely be capable of substantial noninfringing uses."
 This rule is distinguishable from the structure of the anti-circumvention provisions in that it prioritizes the potential uses of the device as the measure of liability rather than banning devices and then carving narrow rules for small groups of people to use those devices, and only under particular circumstances.

The extent to which the doctrine of substantial noninfringing uses in Sony v. Universal has been essentially reversed by the DMCA is evident in the RealNetworks v. Streambox decision.
 Streambox made a suite of software products that facilitated different uses of content transmitted from the RealNetworks’ servers that broadcast audio and video content through Internet streaming. Rather than only being able to watch and listen to content when connected to the Internet, the Streambox "VCR" allowed users of the product to download files and store them on their computers.
 The court's primary concern with the deterrence of piracy was revealed in the opinion’s comment that "[o]nce an unauthorized, digital copy of a RealMedia file is created it can be redistributed to others at the touch of a button."
 As to the anti-circumvention claims, the court held that the Streambox "VCR" was in violation of the "trafficking ban" on devices that circumvent access control [§1201(a)(2)] and the copy protection circumvention device ban [§1201(b)] of the DMCA.
 The Streambox "VCR" functionality of mimicking the "Secret Handshake" protection mechanism to gain access to the RealPlayer files was held to be the bypassing of an access control measure and the functional ignoring of the "Copy Switch" was held to circumvent the copy protection measure.
 The court rejected Streambox's fair use defense relying on the substantial non-infringing use standard of Sony v. Universal, ultimately disregarding any evidence of the legitimate uses of the Streambox VCR (such as downloading for personal noncommercial use or downloading content in the public domain). According to the court’s holding that the Sony doctrine does not apply to the circumvention device bans of the DMCA, the users conduct is held to be entirely irrelevant since "Congress specifically prohibited the distribution of the tools by which such circumvention could be accomplished."
 The court quotes the Nimmer on Copyright treatise to understand the DMCA to mean that "those who manufacture equipment and products generally can no longer gauge their conduct as permitted or forbidden by reference to the Sony doctrine. For a given piece of machinery might qualify as a stable item of commerce, with a substantial non-infringing use, and hence be immune from attack under Sony's construction of the Copyright Act - but nonetheless still be subject to suppression under Section 1201."

The drastic measures imposed by the anti-circumvention provisions are highlighted by the US v. Elcomsoft case, in which a Russian software programmer, Dmitry Sklyarov, was arrested under the criminal charges of the DMCA (with a penalty of up to five years of imprisonment) for trafficking in a device that circumvents copy controls.
 Sklyarov was held personally liable for his role in developing the algorithms on which the Advanced eBook Processor (AEBPR) program by Elcomsoft was based. The AEBPR removes the technological protection from eBooks that are in Adobe's eBook format and converts them into Adobe's Portable Document Format (PDF), which can then be read by third party software and used in a more flexible way.
 Adobe, which later withdrew its support for the U.S. government's criminal complaint against Sklyarov, maintained that the AEBPR program was a "digital burglary tool" that compromised digital content protected under U.S. Copyright law.
 From the perspective of a consumer, the AEBPR program allows lawful purchasers of eBooks to read them on different devices (such as a PDA, a secondary laptop computer, or in the Linux operating system) and in ways other than in their original form (such as excerpting snippets of a work, having the book read out loud, or printing out pages).
 The fact that Sklyarov spent more than two months in jail is even more extraordinary when considering that this 26 year old programmer is a Ph.D. student researching cryptanalysis at a Moscow University in addition to working at Elcomsoft.
 By attaching criminal culpability to the manufacture of devices targeted by the anti-circumvention provisions of the DMCA, copyright law encroaches on the moral judgment of technology before it is actually developed.
3. Preserving the Open Architecture

The anti-circumvention device ban case that presents the most complex set of facts and legal questions is the case of Universal v. Corley
, concerning the computer program DeCSS that decrypts the technological protection measure on Digital Video Discs (DVD). Though DVDs allow movies to be presented in a higher quality and longer-lasting format, the movie studios, who collectively own a great deal of the copyrighted motion pictures, were concerned that DVDs also facilitate making limitless copies of movies without a reduction in quality.
  CSS, or Content Scrambling System, is an encryption-based system that embeds the digital sound and graphics files on a DVD in an encryption algorithm.
  A DVD that contains CSS "can be decrypted by an appropriate decryption algorithm that employs a series of keys stored on the DVD and the DVD player."
  The DVD Copy Control Association (DVD-CCA), a group made up of consumer electronics manufacturers and movie studios, licenses the technology that contains the key to decrypt CSS so that the content can be viewed.

Jon Johansen, a 15-year old Norwegian teenager, reverse-engineered a licensed DVD player, discovered the CSS encryption algorithm, and developed a program that was capable of performing the decryption.
  He then posted the program, named DeCSS, on his website, and informed the Linux software developers for Linux, who needed the decryption of CSS for the development of a Linux player and a Linux operating system that could play back DVDs.

Despite recognizing the difficulties of establishing an inherent link between a circumvention device and illegal activity, Judge Kaplan in the trial court of Universal v. Corley concluded that, at least in the context of DeCSS and the DMCA regulations, there is no issue with the chain of causation. Stating that "[t]here are far too many who, given any opportunity, will bypass . . . security measures, some for the sheer joy . . ., some for innocuous reasons, and others for more malevolent purposes," he concluded that "the only rational assumption is that once a computer program capable of bypassing such an access control system is disseminated, it will be used."
 Observing that digital copyright infringement, unlike more traditional forms, cannot easily be stopped by shutting down a printing press or other central infringing activity, Judge Kaplan pointed out that digital programs like DeCSS can quickly be disseminated throughout the world.
 The judge noted the potentially exponential growth of the dissemination, and continued in analogizing DeCSS to epidemiological models of disease spread. "In a common source epidemic, as where members of a population contract a non-contagious disease from a poisoned well, the disease spreads only by exposure to the common source. If one eliminates the common source, or closes the contaminated well, the epidemic is stopped."
 

The point of the analogy was to make it apparent that stopping "the source" of the disease, in this case DeCSS dissemination, will not prevent further spread; the "disease" can travel from person to person and is not easily stopped.
 Judge Kaplan continued in a detailed explanation of how DeCSS and a communicable disease are similar, likening infringement to a disease outbreak and presumably the 2600 web site as the poisoned well. Kaplan's sarcasm is revealed when he notes that the "disease metaphor breaks down principally at the final point. Individuals infected with the real disease become sick, usually are driven by obvious self-interest to seek medical attention, and are cured of the disease if medical science is capable of doing so. Individuals infected with the 'disease' of capability of circumventing measures controlling access to copyrighted works in digital form, however, do not suffer from having that ability … their self-interest will motivate some to misuse the capability, a misuse that, in practical terms, often will be untraceable."

In Kaplan's judgement, DeCSS as a technology is "dangerous." It's functional capability is apparently so harmful to the government's interest in protecting copyrighted works that it must be eliminated entirely. His analogy of an epidemic disease reveals more about his imputation of responsibility on the technology itself rather than the soundness of the comparison. At no point does Judge Kaplan consider whether or not the use of technological protection measures as a new paradigm of copyright is harmful to the dissemination and more importantly access to copyrighted digital works. His understanding that every person who gets DeCSS will not necessarily use it for infringing purposes was quickly dismissed as "immaterial" due to the larger danger posed by, (1) the ability of the "disease" to spread, and (2) the inability to control infringement through use of the program.
 Most instructive to the shift towards identifying responsibility for potential harm in the technology itself is his comment that individuals 'infected with the disease' of DeCSS "cannot be relied upon to identify themselves to those seeking to control the 'disease.'"

When Jon Johansen, the original co-creator of DeCSS was called to the stand, he was asked about his intent in the creation of the program. In response to the question of why he was investigating how he could make a DVD player for the Linux operating system, Johansen replied: "Well, at the time I had a dedicated Windows machine, which I used only for DVD playback, and if I could get a Linux player I wouldn't have to have a machine just for DVDs."
 As an avid viewer of movies, this Norwegian teenager simply wanted to watch the DVDs he purchased on the same machine he used to do everything else, rather than keep another computer in the house for the explicit purpose of watching movies. Furthermore, having purchased several DVDs in the US that contained a region code that did not correspond to his "market," according to the distribution strategy of DVD producers, he wanted to watch those as well. In subsequently publishing his code in both source code and compiled object code form to other individuals interested in developing a DVD player for the Linux operating system, Johansen's communicative intent was not the facilitation of privacy or even a political message, but rather to participate in the creation of a program that would alleviate the same problem he had watching his DVDs.

But the defendant in Universal v. Corley was not Jon Johansen, the teenager who created the software program, nor was it Dr. Touretzky, the computer science professor who explained the validity of its expression. It was Eric Corley, known in the hacker community that is the audience of his magazine 2600: A Hacker Quarterly as Emmanuel Goldstein. After having discovered that the encryption system protecting DVDs had been reverse engineered, 2600 ran a story about the "crack" and listed the code about which the story was told along with it. Soon after 2600 was added as a defendant in the California lawsuit for misappropriating the trade secrets in the CSS algorithm, Goldstein posted the following on his web site: "DVD encryption was cracked. That is a fact. And all of the legal papers in the world will not erase that fact. But the DVD industry believes they can do exactly that, through intimidation and wasting valuable court time and probably millions of dollars that will be paid by the consumer in the end."
 In a page directly available from that announcement available from a link entitled: How You Can Help, Goldstein writes "While we have every intention of sticking this out to the end, we have to face the possibility that we could be forced into submission. For that reason, it's especially important that as many of you as possible, all throughout the world, take a stand and mirror these files. Don't do this because you just want to copy DVD's - that's not what this fight is about at all. This is about freedom of information - the right we all still have to LEARN how technology works. Once this is gone, there is no end to the kind of information that could be restricted because some conglomerate somewhere decides that its dissemination could cause them some grief."
 2600 continued to list the URLs of web sites that were mirroring the DeCSS files, but removed the code itself after an injunction barring them from disseminating the code was upheld. Judge Kaplan, in the district court's opinion, quoted 2600's plea verbatim and characterized it in 2600's own words as "electronic civil disobedience."
 In his judgement, the "defendants obviously hoped to frustrate plaintiffs' recourse to the judicial system by making effective relief difficult or impossible."

"[T]he question of whether the development of a Linux DVD player motivated those who wrote DeCSS is immaterial to the question whether the defendants now before the Court violated the anti-trafficking provision of the DMCA."
 He goes on to describe all that is necessary in order to be in violation of the circumvention device bans: "(1) CSS is a technological means that effectively controls access to plaintiffs' copyrighted works, (2) the one and only function of DeCSS is to circumvent CSS, and (3) defendants offered and provided DeCSS by posting it on their web site. Whether defendants did so in order to infringe, or to permit or encourage others to infringe, copyrighted works in violation of other provisions of the Copyright Act simply does not matter for purposes of Section 1201(a)(2)."

Some of the most significant recent advancements in software, afforded by the Internet and crucial to the understanding of the ideologies at stake in the DeCSS controversy, is the advent of the Linux operating system for computers and the "open source" development model. The significance of Linux, named after Linus Torvalds, its inventor, is explained by Eric Raymond, a leading proponent of open source in his essay The Cathedral and the Bazaar.
 Explaining his title, Raymond likens the industrial laboratory model of software development or its small business equivalents to a cathedral and the decentralized Linux to a bazaar. "No quiet, reverent cathedral-building here - rather, the Linux community seemed to resemble a great babbling bazaar of differing agendas and approaches (aptly symbolized by the Linux archive sites, which would take submissions from anyone) out of which a coherent and stable system could seemingly emerge only by a succession of miracles."
 Raymond then explains how a new software solution is used in an open source development model by releasing the "kernel" of the system to many users who create their own incremental solutions to the practical applications of the software of interest to them and then submit it back to the collaborative setting that builds upon the improvements.

DeCSS was created both as a result of that infrastructure of software development and became controversial precisely because of its ideology of open source. Jon Johansen wanted to watch his DVDs on a Linux operating system computer and could not because there was no DVD player to accomplish this task. In order to develop a DVD player that would work on the Linux operating system, the source code to the technological protection measure used in the Windows DVD player and separate component DVD players was needed in order for the motion picture embedded behind its encryption to be read. Whether or not Jon Johansen or any Linux developer for that matter sought to obtain a license for CSS in their creation is superfluous to the reality that in a Linux operating system the hidden code enabling encryption must be available to the collaborative programming community in order for improvements to be made. This is exactly what Johansen did when he distributed the source code he had discovered and the application that decrypts CSS to the LiViD open source group which were trying to develop a Linux DVD player. Additionally, Johansen did not steal anything, but rather discovered the source code of the encryption software by utilizing the method of reverse engineering protected under intellectual property law. Its functionality is absolutely crucial for the development of a Linux DVD player device.

The clash between the entertainment industry and the Linux developers is actually an ideological clash between the perspective of an open source development model of innovation and a closed and centralized industrial laboratory structure of innovation. The DMCA legislates the preference for the promotion of progress in the latter structure, while the evidence available in the information industry marketplace is that the ideals of efficiency and cost-effective invention and distribution is more advantageous in the former. In terms of the moral agency that can be attributed to DeCSS, it must be as diffuse as the organizational structure of open source development. The unlicensed viewing of motion pictures in digital form, the real ill that the entertainment industry focuses its energy against is not synonymous with piracy, and even if it were, the actual device facilitating that use would be the DVD player without an authorized key to CSS, not the DeCSS program itself.
[…]
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