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Asked what were the two most important innovative industries at the dawn of the twenty-first century, most observers would have named the electronics industry (including software) and the pharmaceutical industry (including biotechnology).  Yet we now have an interesting and unprecedented phenomenon.  For the first time in American history, our two most promising growth industries disagree about patents.


The pharmaceutical industry loves them.
  This is not surprising, for its entire economic modus operandi is based upon them.
  It so loves patents and so relies on them that it is highly suspicious of any change in the current system—even one so seemingly innocuous as extended post-grant review.


In contrast, the electronics-software industry is as leery of patents as the pharmaceutical industry is enamored of them.  The difference first revealed itself in the FTC’s 2003 study of patents and innovation.
  Electronics-industry witnesses described the use of patent “thickets” not as tools for encouraging and financing innovation, but as tools of economic extortion and barriers to progress.
  The thousands of patents in a typical industry portfolio, they said, were useful primarily in the aggregate, and then mainly in defensive mode, as tools of cross licensing or bargaining chips in infringement actions.
  This difference crystallized with the Blackberry
 and eBay 
cases, in which the industry suddenly realized that broadly claimed patents on such things as software and business methods, used by so-called patent “trolls,”
 might substantially impede innovation in the industry, rather than promote it.


The very metaphor of “thicket” is indicative.  It suggests a barrier to progress, not a path to it.  Since thickets require a multiplicity of patents, the metaphor also suggests that more patents are not necessarily better, as commentators and this author have argued for some time.


But most of all, this first clear public dispute over patent law among industry participants suggests there is substance to repeated academic and scholarly warnings that our patent system is in trouble.  Ivory-tower academics and purists like myself are no longer the only ones complaining.  Instead, the very folks whose sweat and massive investment drives the electronics and software industries are doing so.  That fact alone should cause Congress and other policy makers to pay attention.


This article reasons that a single difference in legal regulation accounts for most of the divergent viewpoints among these industries over patent law and the proper direction of patent reform.  It argues that the difference reveals a fundamental conceptual flaw in our patent system generally and, by extension, patent systems in industrial nations worldwide.  It then suggests ways to fix that flaw.


The analysis proceeds in four steps.  Part I explains how the FDA’s requirement that pharmaceuticals prove their safety and effectiveness before being allowed into the marketplace complements and completes the patent system for that industry.  Part II explains why that requirement matters economically: innovation and invention are processes, not events, and an economic system without some similar requirement for a workable, completed invention is economically irrational.  Part III analyzes the specific features of our patent system that make it economically irrational for that reason, focusing on the doctrine of constructive reduction to practice and the patenting of abstract conceptions, which the highly abstract notion of the “nonobviousness” of an inventive conception aids and abets.  Part IV suggests specific changes in statutory language to eliminate the economically irrational effect of these features and to make our patent system work as effectively for all industries as it seems to do for pharmaceuticals.  The article concludes with a plea for plenary reform of our patent system led by economists, not lawyers.

I.   The Big Difference: Focusing on Substantial, not Nominal, Invention


Let us begin by accepting, for the sake of analysis, the fundamental precept of most patent-system critics.  They argue that too many “bad” patents issue on things that are not really inventions, or at least not inventions of the type that justify the state-granted monopoly of patent protection.
  If their critique is valid, what are the economic consequences?


The present-day electronics industry exemplifies the consequences.  Most informed observers of this industry, let alone insiders, can identify off the tops of their heads the real inventions that have driven this industry forward, or at least most of them.  The key inventions include such things as the vacuum tube, the cathode-ray tube (CRT or TV screen), the transistor, the integrated circuit, the electronic calculator, the digital computer, the laser, laser diodes, and the liquid crystal display (LCD, the technology used in laptop computer screens).


Some of these advances, such as the vacuum tube, discrete transistor, and CRT, were transitional technologies.  They are now obsolete or becoming so.  Yet they represented necessary and indeed vital transitions.  It is hard to see how the television and computer industries would look today, or whether they would exist at all, without the decades of development that occurred during the vacuum-tube/CRT era.  Take away but one of these fundamental advances, even the transitional ones, and the dots leading to our current technological infrastructure would disappear or no longer connect.  No one questions that these fundamental advances required and deserved patent protection.


There is also a second level of important innovations in the electronics industry, perhaps less well known to those outside the field.  It includes such things as complementary metal oxide (CMOS) transistors, non-incremental improvements in integrated-circuit process technology (such as the transition from visible light to X-rays to permit integrated-circuit masks with finer features), the transformation of gas and solid state lasers into the laser diodes that serves as lighted visual displays in everything from laptop computers to DVD players, and so on.  While the industry might have progressed to its present stage without these secondary inventions, they support such a multitude of products of such commercial value that they seem to merit patent protection also.


An obvious problem, then, is the numbers.  Inventions in these first two categories—pioneering and substantial—number in the dozens.  Perhaps if fully enumerated, with the benefit of the doubt given to marginal cases, they might number in the hundreds.  Yet electronics-industry players report tens of thousands of patents—as many as 90,000 for a single product.
  Does anyone really believe that there have been that many industry-propelling innovations within the last twenty years—the current lifetime of patents
?  Does anyone really believe that a patent portfolio containing tens of thousands of patents, nearly all of which necessarily represent minor and incremental improvements,
 serves any valid economic function?


As discussed in more detail below,
 the economic function of patents is to attract risk capital to the entire inventive process—the long journey from the “Eureka” inspiration to a real product or service for consumers.  Those who make the decisions to invest risk capital are people, not digital computers.  They don’t normally have the capacity to keep thousands of things in their mind at once.  Instead, they focus on the important ones.


Furthermore, when people make investment decisions, they often act individually or in small groups, as in a board of directors.  Anyone who has ever attended a board meeting can only laugh at the notion that individual patents in a portfolio of thousands make any difference in decisions at all.  A single pioneering patent on something like the laser, however, can focus the mind and occupy hours of intense board discussion.  It can outweigh an entire portfolio.


So how does the electronics industry use its vast portfolios of patents?  Just as warplanes use chaff.  As the industry itself reports, firms use their gigantic portfolios not to attract investment or build industries.  Instead, they use them defensively, in cross-licensing and counterclaims in infringement suits, in order to prevent others’ similar gigantic portfolios from impeding their own industrial development.
  Insofar as innovation is concerned, the whole exercise is a charade in which only the patent lawyers win.  And the Patent and Trademark Office keeps getting larger and further behind.


From an economic perspective, patent chaff hardly promotes innovation.  Each patent in the huge portfolio costs money to prepare and prosecute.  It takes inventors’ time away from technical innovation.  Indeed, with the present differential between engineers’ and lawyers’ salaries,
 patenting a minor, incremental innovation may consume more resources than making the innovation in the first place.


To put these comments in perspective, consider a typical minor patented invention in the electronics industry: a socket that connects a computer chip to a printed-circuit board.  Since 
the socket is not much use without something to plug into it, the chip (or at least its mechanical design) necessarily must come first, as it did in Pfaff’s case.
  Once the chip or its mechanical design exists, it takes virtually no risk and little ingenuity to create the socket.  One need merely measure the chip or other device to be plugged into the socket (or get an accurate drawing of its dimensions from its manufacturer) and design female receptacles to fit the device’s male pins.  The other side of the socket (the male pins that fit into holes that robots drill in the printed circuit board) may involve some design discretion, since its configuration is not determined by what plugs into the socket.  But industry standards or general engineering best practices (such as making the pins as far apart as possible to avoid heat buildup or the risk of short circuits made by automated soldering machines) largely determine the configuration.  Perform these routine and pedestrian tasks with basic competence, and voila!  You have a patent.


There are two problems with this “invention”—one typical of the sort of “inventive” chaff that routinely receives patents in the electronics and software industries.  First, from a legal standpoint, it is difficult to distinguish the “ingenuity” or “inventiveness” involved in this process from that involved in changing the materials for a doorknob, an “advance” that the Supreme Court rejected as unpatentable over 150 years ago in the seminal case of Hotchkiss v. Greenwood.
  Only the Federal Circuit’s “suggestion” test, which effectively reads the nonobviousness criterion out of patent law,
 could allow such pedestrian mechanical work to be considered a patentable invention.


Second and more important, from an economic standpoint there is no reason whatsoever to grant a patent on such an “invention” and good reason not to do so.  The Supreme Court correctly enunciated the basic economic criterion for patent protection in 1966:  a patent should be granted only if the invention would not be made or disclosed but for the economic incentive of patent protection.
  Does anyone seriously think that Pfaff or anyone else would stop making sockets for computer devices if each socket were not separately patentable?  Since making these sorts of sockets requires little ingenuity and no assumption of risk (beyond that inherent in any manufacturing business), there is no economic reason whatsoever to grant a patent.


Furthermore, patenting these pedestrian “advances” is likely to increase their cost of development significantly.  With modern computer-aided design and drawing tools, it is not unreasonable to assume that a competent engineer, give a drawing of (or digitized specifications for) the device to fit in the socket, could complete the job of designing Pfaff’s socket in less than a day.  On the other hand, a competent patent lawyer—working at twice the salary
—likely would take a least the equivalent of two full days to do a patent search in a crowded field, communicate with the “inventor,” analyze patentability, draft patent claims, review them with the inventor, file the patent, argue with the examiner, and amend the claims in response the examiner’s objections.  In the end, therefore, it is likely that the cost of patenting Pfaff’s “invention” would be several times the cost of developing it.


To say that such a ratio of patenting expense to development expense makes no economic sense would be an understatement.
  Yet if competitors have their own portfolios of patents, the need for a “defensive” patent portfolio has its own inexorable competitive logic.  Thus the logic of patent law, as currently practiced in the fields of electronics and software, fills the coffers of patent lawyers while draining the industry of money and innovative vitality.


 It might be easy to blame industry participants for selfishness and short-sightedness in accumulating gigantic portfolios of patent chaff.  In the long run, all participants would be better off if everyone agreed to abjure patenting chaff, wouldn’t they?  But there are inherent strategic problems.  Firm A can gain a temporary advantage over Firm B by patenting chaff if Firm B does not, so any such agreement not to patent chaff would be unstable.  Furthermore, it is sometimes hard to predict ex ante whether a particular invention is chaff or possibly a second-rank invention worthy of particular investment.  By making it possible for firms to patent trivia, the current patent system encourages a race to the bottom, a “land rush” in which the firm that accumulates the most patent chaff can gain a competitive advantage in the courtroom, if not in the marketplace.  Our patent system has thus created perverse incentives for the electronics and software industries, from which it cannot escape without reform.


As if these trends were not bad enough, the year 1998 saw an order-of-magnitude increase in perverse economics incentives, as the Federal Circuit’s decision in State Street
 opened the floodgates to software and business-method patents—essentially patents on abstractions.
  As the result of that decision and its progeny, an industry player can get a patent on an abstract strategy for, or a block diagram of, a business, such as lending for instant tax refunds,
 pooled hub-and-spoke investment vehicles,
 or one-click Internet shopping.


These are patents on abstractions, not the results of experiment, testing, or other laboratory work.  They require virtually no risk and little investment because they are easy, pedestrian or trivial to create.  Indeed, under the doctrine of constructive reduction to practice, they do not even require investment in the computer programming or business activities needed to bring them into reality.
  They require no equipment, no laboratory, no labor and little ingenuity.  All they require is some abstract knowledge of the industry, an ability to speculate where it might go next, and enough cash to pay a good patent lawyer.  Anyone can make these “inventions,” without creating anything of value for the marketplace, and then can use them to hold up those who actually do the work.


The abstract “inventions” in the celebrated Blackberry and eBay cases appear to have been of this kind. And they are just the beginning.


Claim 1 of the chief patent at issue in Blackberry is essentially a verbal description of a block diagram, or set of block diagrams, of a wireless electronic-mail system.
  It is too long to reproduce here, but a list of its functional elements reveals its abstract and general nature: “a RF information transmission network,” one or more gateway switches, one or more destination processors, one or more RF receivers, and one or more interface switch(es) connecting the gateway switch(es) to the network.  There is not so much as a hint in this claim of any particular circuit, technique, procedure or programming to make the system work.  Claim 1 of the patent as issue in eBay is similar in its breadth, abstractness and lack of detail.
 Since both claims are designed to cover all the bases, both admit of multiple different block diagrams to realize the aims of their “inventions.”  Thus, what both claims recite is a set of related block diagrams of systems, without the slightest detail (other than alternatives for sequencing certain elements) as to how to make the system work.


From a purely abstract and formal perspective of black-letter patent law, there is nothing wrong with these results.  Black-letter patent law permits an inventor to claim more broadly than her preferred embodiment or (if she has made or done anything real at all) the physical embodiment by which she has reduced the invention to practice.
  But this venerable principle of black-letter patent law departs from common sense, let alone economic rationality, when applied to inventions (like software and business methods) that are themselves abstractions.  It completely leaves the realm of reason when combined with the doctrine of constructive reduction to practice.


Business-method patents are essentially patents on block diagrams or flow charts for businesses.  So are software patents of the State Street type.  But these “inventions”—if such they are—are quite different in nature and scope from the mechanical and chemical inventions that gave rise to the rule that claims can be broader than preferred or  practiced embodiments.
  It is one thing to say that a chemist who through laborious and costly experiment discovers a new, useful and nonobvious chemical compound or combination can claim all homologues or other straightforward chemical variants thereof, although he has not tested all of them, lest his patent be circumvented by an infringer’s routine experimentation in discovering variants not specifically claimed.
  But it is quite another thing for an “inventor” to claim a set of variant flow charts for a business or computer program in the abstract, especially when that inventor has invested nothing but the time to write the patent and has created nothing real, but instead relies on the doctrine of constructive reduction to practice and the law’s current susceptibility to patenting abstractions.  In that case, the “invention” rests on the notion that someone of ordinary skill in the art later, sometime, could actually produce a working system based on the block diagram, and, if so, the “inventor” controls not only the system that the “inventor” actually made or that that hypothetical person of ordinary skill could produce, but all conceivable variants of the block diagram or flow chart thereof.


That sort of claim is not a claim to an invention in any economic sense, but speculation on the future development of an industry or an industry segment.  Even when the “inventor” has made a rudimentary but abandoned and commercially infeasible working model, as apparently the inventor in Blackberry did,
 it makes no economic sense to say that a firm that later invests hundred of millions of dollars in its own unique and different system, as Research in Motion (creator of the Blackberry) did, must pay a king’s ransom or shut down because its system follows the same block diagram or flow chart.  To rule otherwise is to promote speculation in abstractions, not the investment in real work that builds industries.

Such is the state in which the electronics industry finds itself today.  Large firms have at great expense accumulated huge portfolios of patent chaff, to be used defensively, if at all.  This practice puts small firms (which, due to their limited lifetimes or limited funds, have no such portfolios) a disadvantage, reducing incentives to invest in them, the most innovative part of our national economy.  Every firm, large or small, is vulnerable to suits by inventors of abstractions—essentially block diagrams or flow charts—who have never set foot in a laboratory and maybe never will, or who have produced abortive and abandoned working models of something and later seek to collect ransom from those who build a real industry on commercially viable embodiments of the same block diagram or flow chart.


So how does the pharmaceutical industry differ?  The answer appears in a single acronym: FDA.  Unlike the electronics industry, the pharmaceutical industry is subject to a legal-regulatory regime exogenous to the patent system.  The Food, Drug and Cosmetic Act requires approval by the FDA before any drug product can be marketed or sold.
  Furthermore, that approval requires a demonstration, in accordance with strict scientific and medical criteria, that the product is safe and effective, i.e., that it works for its intended purpose.
  In other words, the FDA’s regime requires not just an abstraction, but a real invention that works, as shown by comprehensive scientific and technical evidence.


In the field of pharmaceuticals, the exogenous requirement for FDA premarketing approval has helped make the patent system economically rational and saved it from itself.  Mostly by coincidence, it has addressed and ameliorated both the basic problems of the electronics industry: (1) too many patents on chaff and (2) patents on easy abstractions that impede real innovation.  It has not, however, eliminated them entirely.  The pharmaceutical industry may find itself reluctantly dragged along in the electronics and software industries’ footsteps, though at a slower pace and by a different path.


The FDA approval requirement ameliorated the chaff problem almost by coincidence.  The reason is cost.  The approval process, which requires both laboratory and lengthy clinical trials,
 is extremely costly.  Current estimates of total cost, including the cost of false starts, approximate $1 billion for a single new drug.
  With so much investment needed, and with so much money at stake, the pharmaceutical industry has, until recently, concentrated its patenting effort on real innovation, i.e., on the subject and results of FDA-required testing.  Furthermore, that strategy has succeeded both legally and economically.  When a brand new drug undergoes such rigorous and costly testing and succeeds, a patent on it often enjoys universal respect, as any pioneering patent should.


The effect of the FDA approval requirement on patenting abstractions is similar.  Although the FDA’s exogenous legal regime by no means precludes patents on abstractions, it considerably devalues them.  Under the FDA regime, a patent on an abstraction cannot produce revenue unless and until the abstraction is made into a product and the product is tested and found safe and effective.  Furthermore, the processes of making and testing that product are so enormously expensive, and the prospect of making any money so dependent on successful testing that, apparently, few in the pharmaceutical industry (until recently) have conceived the idea of patenting early-stage abstractions in order to extract ransom from later innovators.  With the risk and cost of making the abstraction real so high, no rational business person would agree to undertake the technological risk of making the abstraction real in the face of the need to pay such ransom. 


One can imagine a hypothetical bargaining session between the patentee of a pharmaceutical abstraction and a firm prepared to invest the huge sums needed to synthesize the corresponding drug and take it through laboratory and clinical testing to FDA approval.  That firm’s executives might say to the patentee,

“Let’s see, now.  You’ve spent $100,000 of scientist, lawyer and computer time predicting that Chemical X will cure cancer and applying for a patent.  We’ll spend $ 1 billion learning to synthesize Chemical X, and taking it through FDA approval.  We’ll spend another $1 billion developing commercial production facilities that meet the FDA’s rigorous requirements for purity, consistency, and freedom from contamination.  Your projected investment is 1/20,000 of ours, so we’d be happy to agree to pay you a royalty of 0.005% of our profit, if any, after deducting our expenses.”

Until recently, most reasonable people in the pharmaceutical industry have apparently run that scenario in their heads and decided to forego patenting abstractions.


Yet there is, of course, a timing problem here.  What if the pharmaceutical firm has already invested its $ 2 billion, before finding out that the “inventor” has patented Chemical X in the abstract?  Then the negotiations might go quite differently.   Under current law, the “inventor” might have the right to enjoin the firm’s use of its production facility,
 thereby devaluing its sunk investment to zero.  In theory, a rational firm then might then give the “inventor” as much as a 99% royalty, so as to realize at least some return on its massive investment.  This is the problem of bilateral monopoly, discussed more fully below.


So far, this nightmare scenario does not appear to have actually occurred in the pharmaceutical industry.  We have yet to see a case in which the patentee of an abstraction, an early-stage separate piece of the puzzle, or an abortive and abandoned invention (as in Blackberry
) held up the real innovator for a near-billion-dollar ransom.


But the times they are a-changing.  In both respects—chaff and abstractions—the patent “land rush” in the pharmaceutical field may be catching up with that in electronics and software.


Take chaff first.  Already the pharmaceutical industry has discovered so-called “formulation” patents—variations on a pioneering drug in crystal structure, inert ingredients, encapsulation, or delivery method that, when patented, can extend a proprietary drug’s lifetime as an exclusive product and keep monopoly rents flowing to the producer.
  Some of these formulation patents may have merit because they have real medical benefit and involve real risk in production, testing or use.  But most are nothing more than transparent ploys to exploit the Federal Circuit’s lax standards for nonobviousness and extend the lifetime of expiring pharmaceutical patents at the expense of generics manufacturers, competitors, and the public.


 Other emerging possibilities for early-stage patenting in the pharmaceutical and biotechnology industries are likely to have much greater clinical and commercial significance.  One such possibility results from the fact—increasingly evident in genetic studies and medicine—that disease pathways and susceptibility to disease often derive from cooperation or “synergy” among multiple genes and other biochemical mechanisms, rather than the function of a single gene or a single mutation or other aberration in it.
  As a result, a successful drug or treatment method may require combining knowledge of how widely differing genes work, the proteins they express, the biological processes they mediate, the effects of their common variants and mutations, and additional environmental effects.  Actually alleviating human suffering therefore may require putting together numerous pieces of a complex puzzle—as many as dozens or hundreds.
  To the extent that the discoverer of each piece of the puzzle enjoys independent patent protection, putting the pieces together will involve enormous transaction costs, while the already difficult problem of bilateral monopoly will morph into an insuperable problem of multilateral monopoly with dozens or hundreds of “sides.”


So-called “personalized medicine” presents similar problems.  Just as genetic mutations can cause disease, so can normal genetic variation among individuals increase a person’s susceptibility or resistance to disease.
  And just as genes often work in concert to influence a particular clinical picture, so do “normal” genetic variations, i.e., variations among different ethnic groups or common variations within a population generally.  Since the genetic code is quite long, the possibilities for meaningful but common variations in a single “letter” in the genetic code (so-called “single nucleotide polymorphisms,” or SNPs), let alone multiple “letters” are astronomical.
  If each one enjoys a patent, we will eventually need supercomputers to keep track of all the patent  claims, and transaction costs will become literally astronomical.
  More important, the problem of multilateral monopoly will make transactions a matter of strategic bluff and bluster, rather than clinical, social or commercial significance, and funding will shift massively from medical researchers to lawyers and license negotiators.


Considerations like these are reasons why I have called repeatedly (and do so again below) for true patent reform led by economists, not lawyers or law professors.  That latter, as such, are not trained in quantitative analysis.
  Generally speaking, they make lists, sometimes accompanied by speculative, a priori reasoning of the type in which the Greek philosophers engaged before the advent of quantitative experimental and observational science.
  Economists, on the other hand, are scientists.  They measure and calculate, using numbers, not words.  When they solve a problem, the look for the most important effects first, using hard numbers to quantify what is most “important.”  They do not, as legal analysts sometimes do, focus on possible defects in timing of the ignition when the gas tank is empty.


Perhaps the most important defect in lawyers’ and law professors’ non-quantitative approach is the failure to give transaction costs serious, quantitative treatment.  Legal commentators often genuflect toward the issue,
 but few do more than that.  Fewer still recognize what appears to be a growing reality: in the field of technological innovation, patent-related transactions costs are the economic tail that is beginning to wag the research dog.


Two simple estimates suggest how far transaction costs may be from the quantitative insignificance in our patent system that most legal commentators assume.  The first is the estimate made above, that patenting Pfaff’s socket may have cost several times more than developing it in the first place.
  A second can be based on the number 90,000, the number of patents reported to cover various aspects of microprocessors.
  If each of those patents cost $50,000 to prosecute (a typical number for a “premium” patent law firm obtaining a patent in a crowded art), the total cost would be $ 4.5 billion dollars.  Would we as a society be better off if the industry had spent that money on additional research or on several additional chip fabrication plants, rather than patenting so much chaff?


As significant as these simple estimates may seem, patent prosecution is only the tip of the iceberg.  There are also patent searches by firms worried about infringing, patent validity opinions, patent infringement opinions, and licensing negotiations.  All these cost time, attention and money.  Not all patents are litigated but, when they are, the typical cost to each party is $2 million.
  That figure itself is just the tip of another very large iceberg, for patent litigation is highly uncertain and takes years.  In the meantime, it distracts the attention of scientists from research, of executives from their business, and of creative strategic planners from new industry possibilities.  A case in point was the expensive contingency plans that Research in Motion made, as the possibility of a patent injunction drew near, for modifying its far-flung wireless e-mail to avoid infringing the “troll’s” patent.
  Last but hardly least, there are the “lost opportunity costs” of deals foregone as business executives, not having the patience of Job or the memory capacity of digital computers, simply throw up their hands as the prospect of highly complex, multilateral transactions and walk away from research and development prospects.


It seems self-evident—almost a mathematical certainty—that transaction costs will rise geometrically as the interwoven fabric of innovation in any technology is cut apart and “propertized” in smaller and more numerous patches.  The effect will be worse if the cost of prosecuting, maintaining and enforcing property rights does not depend on the technical, commercial or human significance of the property protected by patent.  Yet that is precisely how our patent system now works for electronics and software and how it soon may work for pharmaceuticals.  It costs $50,000 to get a patent and $ 2 million to enforce it (or to defend against enforcement), regardless whether the object of those transaction costs is a piece of chaff like Pfaff’s socket or a fundamental advance like the laser or the Cohen-Boyer gene-splicing process.  As the number of patents on chaff and early-stage “discoveries” without currently known applications increases, so does the multiplier for converting those individual costs into an aggregate “tax” on nationwide research and development.


Moreover, the ratio of patent-related transaction costs to research costs is also likely to rise.  Much of actual research (like computer-aided design of Pfaff’s socket or automated sequencing of DNA segments) is or can automated, with considerable savings in cost.  Yet patent searches, validity opinions, infringement opinions, licensing negotiation, and (most of all) litigation remain labor-intensive activities.  It will be a long time, if ever, before low-priced computers take over these tasks from high-priced lawyers, who generally earn much more per hour than the scientists and engineers whose work the cost of their labor may displace.


Occam’s Razor cuts as neatly in economics and public policy as it does in scientific theory.  There are obvious advantages in an efficient system with simple, stable, certain, and easily understood rules.  For most of the post-war period, we had such a system.  Government funding supported basic, early stage research, i.e., research without currently known applications.  The results of that research became part of the “commons,” treated as basic building blocks of innovation, and available to all without charge.  The role of private risk capital, attracted by patents, was limited to specific, concrete advances with known, immediate practical applications.


That system was spectacularly successful, in large measure because of its simplicity and the scientific and technical cooperation in basic research that it fostered.  Pharmaceutical research, in particular, flourished under it.
  Moreover, the private market itself has validated the power and efficiency of a vibrant “public commons” in early-stage research by paying to put early-stage genomic research in the public domain and creating institutions for that purpose.


Among the lamentable features of most patent-system policy analysis are the vast amount of bare speculation and the scarcity of empirical evidence.  But the old, bifurcated system (a government-supported commons for basic research and patent-attracted risk capital for applications) has three solid pieces of undeniable practical evidence in its favor.  First, it has worked spectacularly, at least in the pharmaceutical industry, for several decades.  Second, when the patent system began to move toward smaller and earlier-stage proprietization, market forces sought to correct that trend through market mechanisms.  Third and finally, the relative distaste for patents of the electronics and software industries, which are much further along the road toward chaff and early-stage patents than biopharmaceuticals, suggests the practical dangers of continuing along that road.


In the face of this practical evidence, proponents of permissive patenting and early-stage patents would seem at least to bear the burden of proving the benefit of a radical change from the system that has succeeded spectacularly for half a century.  To justify such a change on general principles alone would be nothing more than free-market ideology run amok.


It is possible, although not likely, that some day empirical economic research might show the merits of a vastly more complex system, in which both patent and antitrust law intrude into every research laboratory and affect every advance in human health.  But until it does, those who propose a vastly different system from the one that has made our nation the world’s unchallenged leader in technological innovation for half a century should at least have the burden of proof.


Fortunately, there are early but tentative signs that the patent system is turning away form early-stage patents in the biopharmaceutical field.  The first gambit consisted of patents on partial sequences of the human genome whose functions were largely or wholly unknown.
  The industry largely turned away this wave of early-stage patenting with the aid of peer pressure and new, restrictive guidelines in the PTO.
  In any event, the venerable precedent of Brenner v. Manson probably would have invalidated most or all of these patents.


But that was only the first wave.  Other waves of early-stage patenting are still breaking, for there a virtually limitless ways to capture economic value from others’ later effort, before the massive effort and investment needed to prove a real product safe and effective and secure FDA approval.  There are research tools, recombinant and other methods, and genetic sequences whose functions are known in part, but knowledge of which ultimately will not cure or ameliorate disease without knowledge of the participation and synergy of sequences as yet unexplored.  The economic incentive to patent these early-stage developments—and thereby to secure the legal ability to “hold up” the firm that first puts all the pieces of a puzzle together and provides a safe and effective remedy for mankind’s ills—is irresistible.


But there are several reasons to resist that temptation.  First and foremost, it threatens to destabilize one of the most productive and efficient social systems for innovation in human history.  Second, insofar as economic systems are concerned, change and uncertainty are the enemy of private investment.  Our wildly successful pharmaceutical industry has been built on the notion that he who puts up the money for laboratory research on and clinical trials of a specific drug product or other practical application of basic research gets the economic prize for improving human health.  That simple rule has created a clear and “clean” patent system, in contrast to the very different (but facially similar) system for electronics and software, about which those industries are now complaining.  If early-stage patents and patents on chaff increase, the innovative dynamo for biotechnology will lose its motive force.


Third, as a matter of science and technology, it is becoming increasingly clear that biological systems are incredibly complex and intricate, far beyond our present understanding.  In treating cancer, in searching for vaccines for intractable diseases like AIDS and malaria, and in simply trying to understand how biological systems work, every day produces new evidence of synergy and interaction between separate and seemingly unrelated parts of the whole organism.
  In other words, biological systems are much like ecology: everything effects everything else, and no puzzle is solved until all the pieces are put together and the complete picture emerges.


Under these circumstances, providing legal exclusive rights for each piece of the puzzle would be massively counterproductive.  Today economists well understand the difficulties posed by a bilateral monopoly. If A has a monopoly on the product and B on an underlying and indispensable early-stage research discovery, the battling monopolies make it awfully hard to make a deal.  No obviously rational basis for negotiation appears, because each party has the power to deny the other all benefits.  There is no lodestar for settlement other than greed, bluster and bluff. 


Finally, the experience and complaints of the electronics and software industries show precisely what not to do.  We already have a system with increasing amounts of early-stage patenting and enormous amounts of chaff.  Witness after witness in the FTC hearings said that people working under that system don’t like it.  Why would we want to replace a system that works spectacularly with one that experience and empirical evidence both say works poorly?


In one relevant respect, however, the FTC Innovation Report is misleading.  At several places, it suggests that the awful system that now besets the electronics and software industries is the product of the “nature of innovation” in those industries.
  Nothing could be further from the truth.  Is it conceivable, for example, that people like Pfaff would stop making new chip sockets if they could not get a patent on every one?  Would Intel, AMD, and their nascent Japanese, Korean, and Taiwanese competitors stop making improvements in microprocessors if they could not patent every minor advance in process technology or component arrangement?  In order to answer those questions in the affirmative, you have to believe that lawyers and minor patents, not engineers and competitive zeal, are the motive forces of innovation in a free-market economy.


It is not the nature of innovation that allows the patent system to impede innovation in these industries, but the patent system itself.  No law of economics, far less any law of nature, requires minor incremental innovations to be “protected” by patents that proliferate without end, cost more (collectively and perhaps individually) to prosecute (let alone to enforce) than it costs to make the innovations they protect, and impede further innovation by blocking it and subjecting all innovation to high transaction costs and legal uncertainty.  The patent “thickets” that impede research and development in software and electronics grew out of bad law and bad policy, and improvements in law and policy can cut them down.


How could we cut them down?  On solution might be to declare a moratorium on early-stage patents and patents on chaff, then to “cull” existing patents with the aid of neutral, impartial experts, such as leading economists and members of the national Academy of Sciences.  If a patent is not self-evidently valid and important in attracting risk capital to risky innovative activity, cancel it.  One practical criterion for culling would be the existence and nature of past licensing.  If a patent has never been licensed alone or in a discrete, small group of patents related to specific, identifiable products, but has been licensed only as part of portfolios consisting of dozens, hundreds of thousands of patents, it is probably not worth (to society) the economic cost of procuring and maintaining it.   Patents that merit serious attention from technologists and investors do not usually get lost in the crowd.


This solution might seem radical.  It could create legal problems of retroactivity and implicate the law’s solicitousness for settled expectations.  But the law has had no problem retroactively extending the term of existing patents—thereby negatively impacting the settled expectations of the public and everyone but the patentee.
  So it should not hesitate to disturb the settled expectations of patentees, as long as they are treated uniformly and without partiality or discrimination.


Could Congress implement such a solution?  It is hard to imagine today.  But there may come a time when those who make and fund real innovation become so fed up with patents on trivia and the hobbling effect of patents on early-stage abstractions that such a solution might gain political support from the very industries that depend on innovation to survive and prosper.  The globalization of innovative industries may speed this process, as American businesses held back by “thickets” of domestic patents compete with increasingly capable foreign industries not so hobbled.


But whatever we can do to save the electronics and software industries from their partially self-made mess, one thing is clear.  We have a system that has worked spectacularly well for half a century—for pharmaceuticals.  We have another, very different system—for electronics and software—that is increasingly dysfunctional and increasingly recognized as such.  It ill behooves us to make the good system look more like the bad.


In avoiding that pitfall, it is important to recognize which deficiency is most important.  Relative to injudicious early-stage patents, the problem of patent chaff is less important.  To be sure, patent chaff creates a universal “tax” on innovation, paid by the scientists and engineers who innovate and the business people and investors who manage and support them to the lawyers and consultants who prosecute and litigate patents and negotiate, draft, and amend licensing and cross-licensing agreements.  The use of large portfolios of patent chaff also may create a regressive increase in industrial concentration, giving a legal and economic advantage to large firms with large portfolios and disadvantaging smaller firms.


Yet relative to early-stage patents on abstractions, chaff patents have two virtues.  First, because by definition they are numerous and minor in economic importance, they and the “tax” they create impede innovation uniformly but at a low and constant level.  They are therefore like background noise or a low-grade fever in the innovative corpus.  They reduce the rate of innovation slightly and generally, but they do not particularly impact any important advance, and they generally do not discriminate against any particular technologies.


The effect of injudicious early-stage patenting, however, is much more pernicious.  

As the Blackberry and eBay cases amply demonstrate, early-stage patents can bring vibrant, innovative industries to their knees.  The $612.5 million settlement in the Blackberry case
 was not fatal to a billion-dollar business, but it was a serious body blow to one of the most innovative and admired companies in the electronics industry today.  By virtue of the Supreme Court’s decision on the standard for injunctive relief,
 eBay has temporarily avoided a similar body blow that might have shut it down or forced it to change its business model, which is also highly successful and universally admired.  Yet the district court may still grant an injunction with these unfortunate results on remand.


Somehow, in both cases, obscure patentees never known or recognized for innovation, industry or commerce have sought to enrich themselves by bringing real innovators who build industries to their knees.  If nothing else, this is certainly an anomaly in post-war American history.  Although not everyone knows their names, the public knows of the existence of pioneering individual inventors and firms responsible for such important advances as the laser (Schalow and Towns), gene-splicing (Cohen and Boyer), integrated circuits (Fairchild), and personal computers (Apple).  They or their successors were the ones who invested fortunes in and built industries on these advances.  They earned the rewards and got the glory.  Now we have obscure unknowns, whose “contributions,” if any, are understood only by patent lawyers, siphoning off the returns from industry builders.  You don’t have to appreciate the intricacies of patent law or economics to know that there is something wrong with this picture.

II.  The Edison Flaw.


As the foregoing analysis shows, the electronics and software industries have trouble with too many patents on trivia and too many patents on early-stage inventions, including raw abstractions.  The pharmaceutical industry seems to think that it has escaped the same troubles unscathed, and hence it disagrees with the electronics industry on much about patent law and patent reform.  But storm clouds lie on the horizon for the pharmaceutical industry, too.  In both cases, the trouble, current and nascent, can be traced to a fundamental conceptual flaw in our patent system.


I call it the “Edison flaw” because it contradicts one of the most famous pronouncements of one of history’s most famous inventors.  Thomas Edison once said that invention is one percent inspiration and 99 percent perspiration.
  What he meant is that invention is a process, not an event.  It is a long and arduous process, of which the mental conception occasioned by inspiration is only the beginning.


Commentators
 and a judge who later became Chief Justice
 have recognized this point, but our patent system, in substance, does not.  Instead, our patent system treats the inspiration as both the beginning and the end of the process, insofar as patents are concerned.  Statute
 and case law
 appears to define the act of mental conception as invention itself.  Furthermore, the doctrine of constructive reduction to practice allows the conceiver to get a patent without ever building, testing or even simulating anything, as long as what he or she reveals in the patent can eventually be made to work by a person of ordinary skill.
  Even the key criterion—nonobviousness—that separates the new and meritorious from the new but merely pedestrian
 focuses on conception and cognition.  As interpreted by the courts, it turns on the difficult or unusual character of the conception,
 ignoring all the investment and all the work in building, testing, refining, and production that come later.


 The doctrine of constructive reduction to practice may have been appropriate, or at least not harmful, for the simple mechanical inventions of an earlier era.  Most of us who have worked closely with mechanical devices understand that a mental picture of such a device is usually sufficient.  If you can conceive a mechanical implement in your mind’s eye, and if you can also imagine how it works, it is likely to work that way once you build it, perhaps with some tinkering.  The steps from imagination to prototype to production are small ones that often involve little or no testing and refinement.


The same is far from true in leading technologies today.  As the Supreme Court has recognized even for relatively simple organic chemicals,
 chemistry and modern biology involve unimaginably complex systems, including us human beings.  No inventor can possibly hold in his or her mind all the concepts and variables necessary to insure operability of even a simple biochemical, let alone a complex portion of the genome.  It takes computer technology merely to record and reproduce genomic sequences accurately, let alone state what they do or predict how they might interact.  Moreover, many of those concepts and variables are still unknown, even in principle.  That is why scientists for decades have proposed numerous theoretical models for such diseases as AIDs and cancer, yet there is still no reliable prevention or cure.


Yet, apart from the exogenous FDA approval requirement, our patent system now permits exclusive rights in early-stage abstractions.  Moreover, the doctrine of constructive reduction to practice positively encourages them.  To see the adverse economic effect of these trends, one need only compare the infamous Blackberry case with the case of one of history’s most important inventions, the telephone.


As reported in The Telephone Cases,
 there was much evidence that a “plain mechanic” and amateur inventor named Drawbaugh 
 had made a working telephone before Alexander Graham Bell’s inventive conception.
  But Drawbaugh was unaware of his invention’s vast commercial potential.
  By the time he and others had incorporated a firm to exploit his alleged patent rights, the telephone industry was well under way.  By then 100,000 subscribers and over 275 cities and towns—including every city of over 15,000 inhabitants in the United States—enjoyed actual telephone service.
  All of them used telephones made or licensed by firms that Bell’s interests had built.
  For Bell had extensive industrial contacts and financial resources.  In contrast, Drawbaugh had few such contacts or resources and established a stock company to exploit his patent only belatedly.


In the end, the Supreme Court upheld Bell’s patent over a defense of anticipation by Drawbaugh.
  It based its decision on the doctrine of constructive reduction to practice.
  Bell and his helpers had been schooled in the nascent theory of electromagnetism, and their patent application had used that theory to describe a telephone instrument that could be made to work.
  Furthermore, a majority of the Court refused to credit the voluminous evidence of Drawbaugh’s prior reduction to practice.
  Their chief reason for doing so, however, is instructive: Drawbaugh had remained silent about his telephone and had failed to exploit it commercially, although he had discussed and sought to exploit patents on other, unrelated inventions.


It is impossible to read the majority and dissenting opinions in The Telephone Cases without concluding that two rationales underlay the Court’s decision.  First, Bell, not Drawbaugh, had explained the abstract principle of telephony: using electricity to reproduced a continuous sound wave, rather than a rapid series of discontinuous clicks or buzzes, as in rapid telegraph communication.
   Second, Bell had recognized the commercial importance of the telephone from the beginning and had built an industry to exploit it.  Drawbaugh, in contrast, had done nothing with his invention but regard it as an item of curiosity.  Of course no legal doctrine then (or now) incorporates this “policy” consideration into patent law, but the Court’s majority used it as the basis for discrediting voluminous evidence of Drawbaugh’s priority.


The fact that Bell had built the industry before the Drawbaugh interests even got organized is, if not part of formal legal doctrine, indispensable economic background for understanding the Court’s decision.  Had Drawbaugh succeeded in wresting patent rights from the Bell interests, he could have held the nascent industry up for ransom and perhaps held back its further development.  The Court’s decision therefore allowed a burgeoning industry to continue blooming without legal hindrance.


Yet what remains in law from The Telephone Cases is only the formal doctrine of constructive reduction to practice.  Under that doctrine, what matters is not Bell’s industry—the crux of the matter economically—but his “discovery” of the abstract principle of the telephone: the need to provide a means of converting electrical energy to and from continuous waves of sound.  The doctrine has come to stand for the rule that he who first enunciates such a principle, in a way that someone of ordinary skill can implement, has the right to control the technology, even if he has never himself made the principle work in practice.
  In other words, an early-stage patent on an abstract idea can control a technology that the “inventor” has not actually made to work.


The dissenters in The Telephone Cases provided an apt analogy to the planet Neptune, whose existence and position had been calculated from their gravitational effects on other heavenly bodies before the planet was ever observed:

“A common astronomer, by carefully sweeping the sky, might have been first in discovering the planet Neptune; whilst no one but a Leverrier, or an Adams, could have ascertained its existence and position by calculation.  So it was with Bell and Drawbaugh.  The latter invented the telephone without appreciating the importance and completeness of his invention.  Bell subsequently projected it on the basis of scientific inference, and took out a patent for it.  But, as our laws do [*577] not award a patent to one who was not the first to make an invention, we think that Bell’s patent is void by the anticipation of Drawbaugh.”

Thus the dissenters opposed the doctrine of constructive reduction to practice, reasoning that a scientific principle or prediction is not the same as a practical invention.


From an economic standpoint, the majority’s two rationales were and are entirely incompatible.  The first, implicit rationale (that Bell, not Drawbaugh, built the industry) disfavors early-stage patenting.   Although Drawbaugh may have been first to make an instrument that demonstrated the feasibility of telephony, his doing so failed to anticipate Bell’s invention because it was Bell, not Drawbaugh, who had completed the inventive process by making working telephones on a commercial scale and providing them to the public.
   The Court gave Bell “priority” because he had taken his abstract conception all the way to full-scale commercialization.


The second, explicit rationale did exactly the opposite, allowing Bell to claim priority of “invention” and therefore the patent based upon an abstract conception alone (the principle of continuously variable sound), without ever having reduced it actually to practice.  In other words, the second rationale not only favored early-stage patenting but made it mandatory whenever an inventor claims it.


It took another century for events to demonstrate convincingly the economic folly of early-stage patenting and therefore of the second and explicit rationale of The Telephone Cases.  Coincidentally, the demonstration came in the very same industry that Bell’s patent had dominated: telecommunication.  An “inventor” named Campana had developed a rudimentary system that demonstrated the feasibility of wireless e-mail communication.  His system did not work very well, and the firm for which he had developed it abandoned the idea.  Rather than forming a “skunk works” to perfect the invention and exploit it commercially, Campana teamed up with a patent lawyer, patented his invention, and held up the firm (Research in Motion, Inc., maker of the Blackberry) that built the industry for a prince’s ransom: $612.5 million.
  The end result was an economic abomination: a holdup of the firm that had completely perfected the invention by bringing it to market by a firm that claimed bare legal rights in an early-stage patent.


In the process, the patent holding company “experimentally” confirmed the theory of bilateral monopoly in practice. A “bilateral monopoly” exists when two parties, practically or legally, each have the exclusive and absolute right to control something’s commercial exploitation.  A practical example is a cave, commercially exploited as a tourist attraction, whose sole entrance lies on A’s land but whose attractions to tourists (such as mighty caverns full of stalactites and stalagmites) lie on B’s.  A classical legal example is the common scenario in patent law: an improvement patent and a dominant (underlying) patent.  Black-letter patent law gives both the holder of the dominant patent and the holder of the improvement patent absolute rights to exclude all others from commercial exploitation of the improvement.


Conflicting absolute rights to exclude have two economically pernicious consequences.  First, owing to the rights’ absoluteness, there is no consistent, rational basis for making a deal to exploit the object of the conflicting rights and bring its benefits to the public.  By virtue of the law of trespass, A, the owner of the cave’s entrance, has an absolute right to deny the public entrance to the cave.  Similarly, B, the owner of the land under which the cave’s attractions lie, has (assuming he has subsurface rights) the absolute right to exclude the public from those attractions after they enter the cave.  Each possessor of the bilateral monopoly thus has the right to “spoil” the other’s commercial exploitation of its object, and thus the public’s use of the object.  Under these circumstances, whether a deal will be made at all depends more on bluff and bluster than on rational, predictable economic calculation.  Each party has an incentive to ask for more until the ink on the agreement dries.  Uncertainty rules, and uncertainty is the enemy of investment.


The second pernicious aspect of bilateral monopoly is related: the dueling absolute rights provide no certain, rational or consistent way to recognize the relative economic contributions of the parties to the object of the bilateral monopoly.  There is no rationale way to apportion the returns in proportion to their respective effort, investment and risk undertaken.


Again, the cave is illustrative.  Suppose B, who owns the cave, is under the mistaken impression that the entrance also lies on her land.  Suppose further that she alone discovers the entrance.  She hires professional spelunkers to explore the cave and discovers its attractions.  She then invests in such improvements as interior lighting, trails, safety railings and the like, as well as advertising and promotion to the tourist trade.  A then hears of B’s efforts and commissions a survey, which proves conclusively A’s sole possession of the cave’s only entrance.


Since there are no convenient, logical benchmarks for resolving the bilateral monopoly, B will be at A’s mercy—the more so because B’s sunk investment in discovery, improvement and promotion vastly outweighs A’s investment in the survey.  Under these circumstances (especially if B has borrowed the money for her sunk investment!), B might well accept a deal that returns her sunk investment, plus a very small, fixed profit, leaving the entire economic upside for the foreseeable future to A.  In other words, the bilateral monopoly might force B to accept a deal in which she undertook the lion’s share of the risk, while the opportunistic party, A, got the lion’s share of the reward.  The inconsistency of this result with entrepreneurial risk-reward theory—the very engine of the patent system and a competitive economy—is palpable.


Of course the cave is just a metaphor for our patent system.  The early-stage, dominant patent is the entrance to the cave.  The cave’s body is the improvement that makes the invention practicable and brings it to the public.  And the sunk investment in discovery, improvements, and promotion of the cave represent the risk and effort undertaken and investment made in taking an early-stage abstract idea (like Bell’s recognition that telephony requires continuously variable electrical signals), reducing it to practice, perfecting it, rendering it at commercial scale, and producing, distributing, advertising and promoting products for the public.  If the rules of the game encourage early-stage patenting and a bilateral monopoly, the resulting uncertainty in rights    

and likely devaluation of the latecomer’s contribution and risk-taking will inevitably discourage follow-on investment, contrary to the fundamental goal of patents, “promot[ing] Progress in . . . useful Arts.”


Until the Blackberry case, no practical demonstration had brought these dry points of economic theory home to the electronic and software industries.  The Blackberry case brought them home in practice, and to hard-headed business people at that.  Shortly before settling for the king’s ransom, the CEO of Research in Motion, Inc. (the Blackberry’s maker) complained that the early-stage patentee’s lawyers had “been blinded by their ambitions to the point where they turned down one of the largest settlements offers in history and a royalty rate that is 10 to 20 times higher than industry norms for uncontested patent portfolios.”
  At the same time, he noted that his firm, unlike the patent holding company, had “actually created something—a company and a new market segment through over 20 years of innovation, risk-taking, partnering, customer service, growth, and re-investment.”
  The Blackberry case was thus the electronic industry’s practical initiation into the irrational economic realities of bilateral monopoly.


Four decades earlier, the Supreme Court had foreseen precisely this circumstance in the seminal case of Brenner v. Manson.
  There the applicant had sought a patent on a process for making a certain steroid.
  He had demonstrated that the process indeed worked to make the named steroid, but his application disclosed no known use for the steroid itself.
  The most he could say for it was that it was under evaluation for possible benefit in inhibiting tumor growth in mice, and that certain chemical analogues had been shown to have such effects.
  Relying in part on general unpredictability of biochemical effects,
 the Supreme Court upheld denial of a patent, ruling that the applicant had not shown the invention to be “useful.”


Although doctrinally limited to the statutory requirement of utility, the Manson Court made a compelling economic case against early-stage patenting. “[A]  patent[,]” the Court held, “is not a hunting license.  It is not a reward for the search, but compensation for its successful conclusion.”
  The Court’s economic rationale for this conclusion is sufficiently cogent to warrant quoting in full:

“Whatever weight is attached to the value of encouraging disclosure and of inhibiting secrecy [of early-stage inventions], we believe a more compelling consideration is that a process patent in the chemical field, which has not been developed and pointed to the degree of specific utility, creates a monopoly of knowledge which should be granted only if clearly commanded by the statute.  Until the process claim has been reduced to production of a product shown to be useful, the metes and bounds of that monopoly are not capable of precise delineation.  It may engross a vast, unknown, and perhaps unknowable area.  Such a patent may confer power to block off whole areas of scientific development, without compensating benefit to the public.  The basic quid pro quo contemplated by the Constitution and the Congress for granting a patent monopoly is the benefit derived by the public from an invention with substantial utility.  Unless and until a process is refined and developed to this point—where specific benefit [*535] exists in currently available form—there is insufficient justification for permitting an applicant to engross what may prove to be a broad field.”

Implicitly, the Court saw invention as an extended process, requiring investment and hard work at every stage.  Conception and preliminary experimentation are only the beginning of that process.  Award a patent too early in the process, and you impede, rather than promote, investment in completing the process.


Justice Harlan dissented, arguing that early-stage patenting encourages basic research and disclosure of its results.
  Although he did not elaborate his reasoning, presumably he thought that a patentee who discovered the process and a later patentee who discovered a use for the product of the process could get together and make a deal.  Then the public could enjoy the patented use of the product made by the patented process, i.e., fruits of both parties’ effort. 


Yet uncharacteristically, Justice Harlan turned out to be wrong.  There are three reasons why his conclusion was in error.  First, he neglected the vital role of government funding in basic research.  At the time he wrote (1966), government research grants, not private risk capital attracted by patents, played the leading role in basic pharmaceutical research.
  To change a system that worked so well to one in which patents’ attraction of private risk capital would bear the laboring oar in supporting basic research as least required some cogent rationale.  Justice Harlan gave none.


Second, perhaps because relevant economic theory was then lacking, Justice Harlan neglected the problem of bilateral or multilateral monopoly.  Neither he nor the Brenner v. Manson majority considered the difficulty (and counterproductive incentives) of reaching voluntary agreement among multiple parties each of whom holds absolutely exclusive rights to a special piece of an uncertain and as-yet-unsolved puzzle.  Nor could he have imagined the economic impact of early stage patents in modern biotechnology, in which dozens of independent discoveries may have to be combined in order to produce a useful product or method to alleviate human suffering.


In the end, Justice Harlan never answered a simple question posed by the majority: why would someone spend money working on a use for a product to whose production another owns exclusive rights—especially when the relative importance of the two discoveries (product and process) are unknown and probably unknowable ex ante?
  Modern biotechnology, in which multiple genes, proteins, research tools and gene-manipulative methods all may have to cooperate in order to solve a practical problem and alleviate human suffering, increases the complexity and importance of that question by an order of magnitude.


But the final reason why Justice Harlan was wrong is even more fundamental.  The long road to human scientific success has been a journey from abstract a priori reasoning to laborious experiment and verification in the laboratory. The whole premise of modern science and technology is that the human mind is simply too limited to comprehend nature’s infinite complexity, except by assiduous and often tedious trial and error.  The ancient philosophers tried to understand the vast complexity of nature by reason alone, and they didn’t get very far.


In contravention of this historical development, patent law increasingly allows patent applicants to claim the results of abstract speculation.  The doctrine of constructive reduction to practice aid and abets this trend by excusing patent applicants from doing any experimentation at all.  They can ruminate and speculate at will.  Then, as long as a person viewed ex post as having “ordinary skill in the art” later can produce something concrete and useful (that is new and nonobvious) from the musings in their patent application, the patent is valid and enforceable.


Especially in medicine, the historical transition from a priori abstract reasoning to experimental science was probably one of the most important in human history.  Yet the current trend in patent law—exemplified by patents on abstract gene sequences without known function, flow charts for computer programs and abstract business methods—seeks to reverse it.  The more patents issue for early-stage abstract reasoning, the more economic incentive there will be for that activity, and the less for the laborious experimentation, trial and error, and product development that make innovation real and bring it to market.  This trend in patent law thus provides powerful counterproductive incentives to reverse the flow of scientific and technological history.  It is as if patent law had never heard of the four-centuries-old transition from “natural philosophy” to experimental science.


Until recently, two features of the pharmaceutical industry—the FDA approval requirement and the Supreme Court’s decision in Brenner v. Manson—helped keep early stage patenting in check.   Yet, as we have seen, these two dikes holding back the flood of early-stage patents are failing.  Nothing about the FDA’s approval requirements intrinsically prevents, or even discourages, early-stage patents.   In the past, those requirements have focused investment and therefore invention on real products for real people, but they do not prevent anyone from seeking to control the inventive process by earlier-stage patenting.  As for Brenner v. Manson, its authority has been challenged by proponents of early-stage patents.

.

Part III:   The Grand Misstep in Patent Law: Focusing on Conception


From an economic standpoint, there are many things wrong with patent law.  That fact is not surprising, for the basic features of U.S. patent law are four centuries 

old.
  It would be astounding if principles adopted in Elizabethan England did not require some adjustment in twenty-first century America.


Yet to the extent modern patent law has departed from its four-centuries-old origins, it has sometimes moved in precisely the wrong direction.  The most important 

respect in which it has done so is abandoning the concrete for the abstract.  Modern patent law has abandoned concreteness for abstraction in three fundamental respects: (1) patentable subject matter (what can be patented), (2) the act of invention (conception versus reduction to practice), and (3) the modern more-than-novelty criterion (nonobviousness) designed to distinguish pedestrian advances from innovations important enough to justify the “embarrassment” of a patent monopoly.


To see how comprehensive and pervasive is the trend toward abstraction in our patent law, we must return to the origins of Anglo-American patent law, in the old English Statute of Monopolies, adopted by Parliament in 1623, during the reign of Queen Elizabeth I.
  That old statute contained a broad prohibition on monopolies generally, with an exception for patents on “new Manufactures within this Realm.”
   As this language made self-evident, patents were not to issue on conceptions, discoveries, or other abstractions, but on concrete “manufactures,” presumably limited to those available in the marketplace.


That bedrock principle of patent law—that patentable inventions are concrete things that already have been made and are ready for use—lasted about three centuries.

It began to unravel in the nineteenth century, when American courts began to see “invention” as the act of conception, not the act of manufacture.


It is important to note, however, that, in adopting conception as the key act, American courts were not addressing the nature of innovation, far less the economic effect of patents.  Rather, they were addressing another question entirely.  They were considering the question of priority among two or more inventors who claimed to have invented the same thing.
  Eventually, they resolved that question in essentially the same way as the current statute, awarding priority of invention to the first to conceive, as long as that party exercised reasonable diligence in reducing the conception to practice.
 Not long afterward, The Telephone Cases dispensed with actual reduction to practice entirely, making conception alone, if properly documented in a patent application, the key to priority.


Once conception had become the key act of invention for purposes of priority of invention, it overran the garden of patent law like a noxious weed.  At the dawn of American patent law, our Framers recognized the need for some criterion other than mere novelty to justify the normally adverse economic of monopoly.
  Our first patent statute required a patentable invention to be “sufficiently useful and important.”
  Moreover, this requirement appears to have been motivated by economic considerations, not matters of priority.
  Yet the italicized words were stricken from the statute a mere three years later.
 Six decades later, when the Supreme Court considered what the “more than mere novelty” requirement should be, it fell back on the skill of the inventor.  In Hotchkiss v. Greenwood, it decreed that “invention” (which was then a word for the quality of inventiveness, rather than the act of innovation) required more than the skill of an ordinary mechanic.


The Patent Act of 1952 completed the transmutation of the first patent statute’s vague but clearly economic criterion into today’s vapid abstraction based on cognitive skill.  It decreed that an otherwise patentable invention must not “have been obvious at the time the invention was made to a person having ordinary skill in the [relevant] art[.]”
  This rule completed the transmutation of the “more than novelty” requirement—an economic criterion intended to ameliorate the short-term adverse effects of monopoly—into an abstract criterion based upon the cognitive difficulty of conception.  The very notion of conception, however, had been introduced into patent law in order to solve an entirely different problem, that of fairness in determining priority of invention under our first-to-invent rule for patent priority.


But this weed of abstraction did not stop its inroads there.  The inroads reached their culmination (so far) in 1998, when the Federal Circuit erased the limitation of patentable inventions to “Manufactures,” i.e., concrete things already made, that had existed for nearly four centuries since the Statute of Monopolies.  In 1981, in Diamond v. Diehr, the Supreme Court had made a tiny, very narrow concession to patenting abstractions in the form of computer programs, holding only that an industrial “process for curing synthetic rubber which includes in several of its steps the use of a mathematical formula and a programmed digital computer is patentable subject matter.”
  Seventeen years later, after a futile search for limiting principles,
 the Federal Circuit decided State Street, opening the floodgates wide, not only to patents on every form of computer program, but also to flow charts for computer programs and abstract business methods.


Thus a nineteenth century conceptual innovation in patent law, intended to resolve disputes over priority of invention more justly, propagated like a weed to overrun notions of patentable subject matter and ideas of the nature of invention.  It subverted the sole statutory criterion intended to recognize the central economic truth of the Statute of Monopolies: that monopoly is bad, but that temporary monopoly to encourage innovation may be good.  Extension of abstract principles beyond their rationale is not unknown in the law, but this must be one of the most egregious examples of logically unjustified extension of an abstract principle in legal history.


Nearly a century ago, Thomas Edison, one of humanity’s greatest inventors, recognized that conception is only a small part of the inventive process.
  Nearly thirty years ago, this author described the many stages in the process and their importance in the human motivation that patent incentives seek to create.
  Yet patent law still counterfactually treats conception as the sole act of invention, intrinsically authorizing the earliest-stage patenting possible.  The result is patents, like the one in the Blackberry case, that impede later stages of the process rather than promoting them.


The general question at what stage of the inventive process a patent should be granted is a complex one.  It is one of the many questions involved in plenary revision of patent law on which economists have the most to say, while jurists should play a supporting role, explaining the practical effect of current law and translating the conclusions of economic science into practical legal prescriptions.
  Like the Federal Reserve’s handling of interest rates, the question is best left to those who make a living resolving similar issues and have the training in statistics, quantitative analysis, and quantitative theory needed to resolve them.


In the meantime, however, we can at least eliminate the two endpoints of the inventive process—abstract conception and building an industry.  Conception occurs too early because it leaves too much to be done, too much investment to be made, and too much risk to be undertaken later, all of which must be motivated by the financial incentive of patent protection.  Particularly if a conception is abstract and not actually reduced to practice, its scope is too uncertain and the possibility of bilateral or multilateral monopolies discouraging later investment too great.  Yet awarding patents only to builders of industries, however, waits too long: by the time the industry is built there is no need to encourage further investment.  In general, the right stage at which to award a patent must fall somewhere between the two extremes.  The economically optimal stage at which to grant a patent may vary from industry to industry and from technology to technology.


As for the nonobviousness criterion embodied in Section 103, it is an economic abomination.  It makes no economic sense when viewed from any perspective.  Its existence imposes substantial transaction costs on every patent (not to mention extraordinary costs on those few that are litigated) although it has no direct relationship with any relevant economic variable.  The best one can say about it is that is a misapplication of a principle developed for one context (fairly determining who was first to invent) to entirely different contexts: determining as an economic matter what things ought be eligible for patents and when patents should be denied because their net economic effect would be adverse.


To see why, suppose you are a prospective investor in a proposed new research-and-development laboratory, trying to determine whether to invest and, if so, how much.  Suppose further that the relevant industry (like pharmaceuticals) is patent driven, so the availability of patent protection will be a key economic factor in your decision. Finally, suppose that you know any invention, in order to merit a patent, must be conceptually “nonobvious” in light of prior art.  How will these factors affect your investment strategy?


Since the nonobviousness criterion by definition focuses on cognitive ability in excess of ordinary skill, your first option might be to invest in hiring inventive geniuses, whatever the cost.  But how do you identify them?  By definition, inventive skill means creating something new, which no one has ever created before.  How do you predict who will do that?


You might start by hiring the leading lights in the relevant field of technology, but what good would that do?  As standard securities-law disclaimers say, past performance is no guarantee of future success.  Moreover, as patent law itself recognizes, valuable inventions may come as much from serendipity or dogged trial and error as from flashes of inventive skill.
  In the end, an investment strategy based on hiring inventive people with the best track records would only cause a bidding war for their services, increasing the cost of invention for everyone.  It is hardly rational public policy to encourage such bidding wars with no specific advance in sight.


A second investment strategy might be to hire as many reputable researchers as possible, on the theory that genius is a statistical phenomenon, and the more researchers with basic competence that you hire, the more likely you are to have invested in a genius able to do “nonobvious” work.  This “the more the merrier” approach, however, is a poor justification for a patent system, with all its litigation and transaction costs.  From a public policy perspective, Congress might as well pass a law requiring every public company to invest a specified minimum percentage of its annual revenue in research and development.


Of course neither of these investment strategies makes sense because nonobviousness is a nonsensical criterion for investment decisions.  In focusing on the inventor’s extraordinary cognitive skill—a variable extraordinarily hard to measure, let alone predict—it relies on personal characteristics of the worker, rather than nature or difficulty of the work or the investment or risk-taking that it requires.  Furthermore, even if one can predict inventive genius from past performance (an unlikely proposition in general), it is impossible to predict in advance whether any particular person will solve a particular scientific or technical problem, let alone whether he or she will do so within any particular time or budget.  A patent criterion that relies on an individual’s inventive skill in conception provides little or no rational basis for investment decisions ex ante.


Now consider the same investment problem with two different criteria for patentability.  First, no patent will issue on an abstract conception; actual reduction to practice is required in all instances.  Second, a simple risk-taking test replaces the requirement for “nonobviousness”: a patent will issue only if there is substantial nonmarket risk of failure in completing the inventive process (i.e., taking the invention from its conception to the marketing of a product or service).


With these criteria, the prospective investor knows four things.  First, she can invest in a specific project, designed to produce a certain type of product or process, and enjoy patent protection if the project is both risky and successful.   Second, the success of her investment will in no way depend upon how smart the researchers are or whether they have more than ordinary skill.  Rather, her success will depend on what she invests in, whether the project has special risk, and whether the project succeeds.  Third, she will know that, if the project and her investment are successful, the law will protect her from free riders if she can show that the investment was risky for reasons other than market acceptance, i.e., if it entailed technological risk.  Finally, she would also know that, if the project involves nothing more than market risk (which every business must accept), she would have to compete with others, as in any business in a free market.


Wouldn’t these criteria provide a reasonable basis for a rational investment decision?   The requirement for a working prototype would prevent her investment from being “ambushed” by early-stage patents on abstractions.  Only someone who developed the same invention earlier could anticipate her invention, and she could assess the risk of that happening by looking at products already in the marketplace and consulting with experts, including those proposing her current investment.  As for nonmarket risk of failure, she could assess that using all the usual practical economic aids of due diligence: consulting with experts, surveying the industry, and analyzing the proposed use of her own investment funds and the firm’s contingency plans for follow-on investments in the event of unanticipated trouble.


In other words, our hypothetical investor could assess the likelihood of a patent issuing and being valid (assuming the invention’s novelty and utility) merely by making the type of practical business investigation that she would do as a matter of due diligence in any event.  Don’t these criteria make more economic sense than requiring her to guess at whether a patent examiner or a court would some day consider the invention’s conception to be nonobvious to a person of ordinary skill in the art?  Doesn’t it make more sense to have the availability and strength of patent protection depend upon the same factors that real business people assess in making investment decisions, rather than economically irrelevant and elusive abstractions like “nonobviousness”? 


There is yet another reason why how “obvious” an invention is to the inventor or others has little or nothing to do with economics.  That reason is cost.  A genius can make a “nonobvious” leap in a millisecond, at little or no cost.  Bumblers can take years rediscovering the obvious through laborious trial and error, at enormous cost.  From an economic standpoint, what matters is the result—an invention that reaches the marketplace and provides a public benefit.  Patents provide economic incentives to invest in making that result possible.  The genius needs no special encouragement for undertaking the usual risks of business to bring his instantaneously realizable conception to the market.  While bumblers may require substantial risk capital to complete their trial and error, the result may give the public substantial benefit despite their lack of cognitive skill in reaching it.


The story of PCR illustrates this point.  PCR, or polymerase chain reaction, is a process for “amplifying” DNA by causing it to replicate precisely but easily in repeated experimental “amplification” steps.   It permits scientists to take tiny samples of DNA, consisting of only a few molecules, and replicate them precisely and in large enough volumes to measure, test, “sequence” and evaluate.
  Without this technique, much of modern biology, including the forensic DNA analysis used to solve crimes and exonerate innocent criminal defendants, would be impossible.  It is probably one of the most important discoveries in modern biology, after the discovery of the structure of DNA itself.


The discoverer of this process, Kary B. Mullis, conceived it “while cruising in a Honda Civic on Highway 128 from San Francisco to Mendocino.”
  “For this brilliant idea born at the speed of 50 m.p.h., he received a $10,000 bonus” from his then employer, and the Nobel Prize in chemistry in 1993.
  Can anyone seriously argue that this invention would not have occurred but for the incentive of a patent?


Yet where patent protection might have been crucial is in what followed.  The PCR process as Mullis conceived it requires a large number of successive experimental steps, which (if performed by individual researchers) are extremely tedious, repetitive and therefore prone to error.  In order to automate the process, special enzymes had to be developed that would resist the heat generated in successive steps.  The commercial promise of PCR—automated and reliable “amplification” of small samples of DNA—could not be realized until these enzymes had been developed at considerable effort, risk and expense.
 


Patenting the “heat hardened” enzymes and/or the system or method using them was economically appropriate because of the nonmarket risk in developing the enzymes, the correlative investment needed, and the unlikelihood of anyone undertaking the risk or making the investment without protection from free riders.  In contrast, a patent on the abstract idea of PCR, without the hardened enzymes that allowed the process to be automated and therefore made commercially practicable, was counterproductive.  As the droll history of Mullis’ conception suggests, the abstract conception of the process involved no economic investment to protect against free riding and required no special economic incentive.  Indeed, there is no evidence whatsoever that the conception would not have occurred without the lure of patent protection.  


One might argue that the inventor’s maintenance (salary and benefits) constituted an economic investment that a patent should protect against free riding.  That argument would have merit if the inventor had been assigned to work on DNA amplification in a laboratory dedicated to that purpose.  But suppose that the inventor had been involved in basic research with no practical application in mind, and that his conception of PCR resulted from a momentary and impulsive flight of fancy, of the type in which creative researchers often engage.  What would his employer’s “investment” in the conception then be?  What part of his annual salary and benefits should be allocated to the inventive conception, which may have taken a few minutes at most?  The difficulty in answering these questions illustrates the economic absurdity of basing patent protection on abstract conception—something that has no ascertainable cost, appears on no balance sheet, and enjoys no common recognition as an economic variable.


Yet someone (such as Mullis’ employer) had to invest in turning the inventor’s raw conception into practical reality.  If the inventive conception was so complete and effective that it could be turned into a working DNA amplification process in the course of a single day, then it would have deserved no patent.  To provide a patent would give the employer/patentee a windfall
 for making little investment and undertaking no risk.  On the other hand, the risk and investment entailed in hardening the necessary enzymes to make them heat resistant fully justified the protection from free riders that patents are supposed to provide.  The same would be true, for example, of the work and risk that might inhere in developing a machine to perform PCR amplification automatically, even if demonstration of the process as theoretically feasible required trivial work and risk after conception.  In that case, however, the patent would cover the result of the entire inventive process  (the PCR process performed with heat-resistant enzymes or the machine to automate it), not the PCR process in the abstract.


The conclusion that economic analysis disfavors patenting a discovery as important as PCR is counterintuitive.  It is therefore worthy of further discussion.  That discussion must begin by distinguishing the abstract from the concrete.


From a conceptual standpoint, the idea of PCR connected three abstract principles of science (or one from science and two from mathematics).
  First, the very function of DNA is to self-replicate; that’s why DNA takes the form of a double helix, with each “letter” in the genetic alphabet linked to a unique letter in the other side of the helical “ladder.”  So the first abstract principle was the notion that DNA might be induced to self-replicate artificially for analytical purposes, apart the normal biological processes of cellular reproduction.  Second was the notion that certain “marker” sequences could be used to identify reliably (and repetitively) a short strand in a long DNA molecule, containing the nucleotide sequence of research interest.  This was the strand to be “amplified.”


The third and final abstract principle was the simple but powerful notion of geometric progression.  Mullis graphically describes his own eureka moment, when he realized that ten self-replications would increase the DNA sample size a thousand times (210 = 1,024), twenty self-replications would increase it a million times, thirty a billion, and so on.
  Thus, with a number of repetitive self-replication steps that might be feasible to perform in a laboratory, one could “amplify” a small number of DNA molecules into a sample that existing laboratory equipment could test and analyze.  From a basic conceptual standpoint, there is little more to PCR.


To make these points is hardly to belittle the importance or greatness of the discovery.  Mullis’ discovery deserved the Nobel Prize, and he certainly deserved, as he colorfully put it, to have his name known in Zambia.
  Nor is the fact that these basic concepts seem simple in hindsight relevant; many great human discoveries seem simple after the fact.  Genius in science often consists of drawing simplicity from chaos.  From a human and moral standpoint, Mullis deserves all the adulation and awards that society reserves for great discoverers.


But rational economic incentives for innovation are a different matter altogether.  The points of economics are twofold.  First, there was no rational basis for investing in Mullis’ abstract, conceptual discovery ex ante.  As far as investors in Mullis’ employer were concerned, his discovery was entirely unpredictable and fortuitous, and any economic return from it a windfall.  Rational investment decisions could only begin after Mullis brought his abstract conception back from Mendocino and he and his research manager decided how to make it concrete.  Then—and only then—could rational economic decisions be made to invest in, for example, practical enzymes, process automation procedures and equipment, and all the myriad practical engineering problems that had to be overcome to turn Mullis’ bare conception into a practical, feasible, and workable reality.  It is investment in that work for which the incentive of patent protection and the resulting protection from free riders is useful and necessary.


The second economic point, however, is even more important.  Allowing anyone to get a patent on the combination of three abstract principles that Mullis discovered would be economically counterproductive because those principles are too broad.  Like Newton’s law of gravity or Einstein’s equation of special relativity, E=mc2, they are fundamental laws of nature or mathematics.
  As such, they are tools of invention, not inventions themselves, whether individually or in combination.  The number and variety of their applications, whether known or unknown, is simply too great to allow anyone to claim an enforceable legal interest in all the applications that others may conceive, invest in, and work on, even for a period of only twenty years.


There are four reasons why this is so.  First, no matter how great a leap of human imagination it may involve, the moment of mental conception—the “eureka” moment—is generally insignificant from an economic standpoint.  Mullis’ own report suggests that his mental conception was substantially complete after a day or two of his vacation, if not after a few minutes stopped by the roadside on his trip to Mendocino.
  In contrast it, it no doubt took weeks and months of concentrated labor, by Mullis and many others, to make and test enzymes that would endure the repeated heat cycling that the PCR process required and to produce a machine or system that would reliably perform the repetitive process automatically.  The investment needed for that practical work dwarfed any investment reasonably allocable to Mullis’ eureka moment ex ante.


Second, Mullis’ abstract conception was susceptible of numerous practical applications, many of which had not occurred to Mullis or his employer.  Besides the obvious application to biotechnology research generally, the Wikipedia mentions eight broad classes of applications, to wit: genetic fingerprinting, paternity testing, detection of hereditary diseases, cloning genes, mutagenesis, analysis of ancient DNA, genotyping of specific mutations, and comparison of gene expression.
  Most, if not all, of these applications required additional scientific discovery, and perhaps additional tools or the refinement of existing tools.  For example, analysis of ancient DNA requires techniques to extract preserved samples, to determine the state of their molecular integrity, and to “amplify” them without exaggerating their flaws due to the state and manner of their preservation.  Perhaps “heat-hardened” enzymes used for general laboratory work might damage fragile ancient samples, requiring slower and more expensive but more delicate enzymes to be developed for the same purpose.  Developing those enzymes, like developing the original heat-hardened ones, might require substantial investment far in excess of any direct investment in Mullis’ discovery.


The third reason for refusing to grant Mullis a broad patent on the abstract idea of PCR is the clincher: the bilateral monopoly problem.  There is in general no way, ex ante, to estimate the additional effort and investment that would be required to bring any of the numerous applications of PCR to a state of practical reality.  Hence there is no way, ex ante, to apportion fairly and reasonably the economic profits from such application as between Mullis and inventors of follow-on applications.  Furthermore, if an application inventor made an investment oblivious of Mullis’ controlling patent, Mullis would have the legal right, by threatening an injunction,
 to extract the lion’s share of any profit from that application, even if the application inventor made all the necessary follow-on investment and incurred all the related risk of failure.  Thus a broad patent for Mullis would turn the patent system on its head, providing strong economic disincentives for follow-on innovation.


The fourth and final reason for denying Mullis a broad conceptual patent is a perennial: transaction costs.  Even if the problems of fair apportionment and bilateral monopoly could be solved—and no solution for them, even in theory, has ever been proposed—negotiating and documenting the necessary transactions, for all the many practical applications of the broadly applicable abstract conception, would impose enormous costs and practical constraints on follow-on innovation.


Although no court has articulated them in this detail, these are the reasons for the judge-made rule that excludes laws of nature, natural phenomena, and abstract ideas from patent protection.
  It is one thing to give Mullis or his employer the exclusive right to sell a patented enzyme or PCR-automation machine whose prices includes a patent-monopoly premium to compensate for the investment and risk undertaken in developing the particular enzyme or machine.  It is quite another for the law to make Mullis or his employer an unwanted and often unknown general partner, with the right to command the lion’s share of profits, in every follow-on application of abstract principles as broadly applicable as the basic conception of PCR.  These economic considerations require careful policing of the line between the abstract and concrete in the field of patent law, notwithstanding  the Federal Circuit’s refusal to do so in State Street and its progeny.
 


Another relevant example is Charles Goodyear’s discovery of the process for vulcanizing rubber.  According to legend, Goodyear got the idea for the process upon discovering a semi-solidified mass on his stove where his cat had knocked over containers of rubber and sulfur.
 In an instant, he understood that the mass might be the answer to the problem on which he had been working: making rubber solid and stable enough to serve as material for tires.  That conception, based on the cat’s act, was a classic case of serendipity.  Like Mullis’ conception of PCR, it was unpredictable, fortuitous, and (in itself) involved little effort and expense.  It occurred in an instant and required no economic incentive.  


Yet, as in the case of PCR, risk and investment followed.  It took Goodyear considerable further effort and investment to refine his bare conception that sulfur and heat might harden rubber into a workable process to make a form of vulcanized rubber that would withstand the constant pounding of imperfect roads.  It took additional investment to develop processes and machinery for manufacturing tires in forms suitable for mounting and use on vehicle wheels.  The investment and risk of failure involved in these activities—not the bare mental conception that rubber could be vulcanized by the application of sulfur and heat—were what justified patent protection.  Rewarding Goodyear’s bare conception with a seventeen-year (now twenty) monopoly would have made as much economic sense as rewarding his cat with a lifetime supply of catnip.


This analysis also suggests another economically irrational aspect of current patent law: the statutory statement that it does not matter how an invention is made.
  Economically, it matters a great deal.  If a marketable product follows immediately from conception without special effort, investment or risk (think of Pfaff’s socket
), there is no need for a patent incentive, and any patent reward would give an economic windfall to the recipient.  From an economic perspective, making the invention in that case is no different from any pedestrian manufacturing or building project.  If, on the other hand, carrying out the rest of the inventive process—building, testing, refining, commercializing, producing, and marketing a real product—requires substantial additional effort, investment and assumption of nonmarket risk, then that process might not be carried to fruition but for the incentive of a patent and the protection against free riders that it provides.  In that case, the bargain of disclosure for patent monopoly makes economic sense.


Thus, economically rational reform of Section 103 would do two things right away.  First, it would abandon entirely the focus on mental conception and its “obviousness” and instead focus on real, tangible and discoverable economic variables like effort, investment, and risk.  Risk, in particular, should be the primary focus of any economically rational patent system, because risk implicates the needs for patent protection, both to prevent free riding and to provide a risk premium as an incentive to undertake risk.  Second, a rational patent system would repeal summarily the sentence in Section 103 that says “Patentability shall not be negatived by how the invention was made.”

Part IV   How to Fix Some of What’s Broken


At this point, we must abandon speculation on what an economically rational patent system might look like and return to reality: the patent system as it exists today.

Today patents are not limited to concrete inventions.  Abstract conception is an inventive act; abstractions are patentable subject matter notwithstanding the supposed judge-made rule against patenting abstract ideas; and the patentability of an abstraction depends on how nonobvious that abstraction is in relation to similar abstractions in prior art.  Moreover, early-stage patenting of abstractions exacerbates the effect of bilateral and multilateral monopolies in modern business, especially in biotechnology and pharmaceuticals, where multiple pieces of a puzzle, all eligible for separate patent protection, must be combined in order to alleviate human suffering in any practical way.  Against this massive force pushing patents toward the very beginning of the inventive process (the earliest possible stage, conception), where they are economically irrational, there is only one counterweight: the requirement for FDA approval of health-related inventions as safe and effective before anyone can market them.


As this last bastion of economic rationality crumbles under the stampede to patent biotechnological abstractions, the patent system as applied to biotech will begin to resemble the patent system as applied to electronics, computers, and software.  That is to say, both applications of the system will begin to look increasingly dysfunctional.


What can be done to avoid that unfortunate result?  One general answer is quite simple: return to the principle that served Anglo-American society well for over three centuries under the Statute of Monopolies: allow only “new Manufactures,” and not abstract conceptions, to be patented.  A second and related change is to abandon the notion that conception is invention and with it the attempt to define a “novelty plus” criterion for patentability based on the “nonobviousness” of an idea (or the older and correlative notion of “invention,” meaning “inventiveness”).  Both answers involve recognizing that patent law is economic law, so that abstractions have meaning only insofar as they are relevant economically and measurable by economic criteria susceptible of practical proof.  We will assess these two proposals in order.


Returning precisely to the literal language of the Statute of Monopolies might be unnecessary and inappropriate.  The word “manufacture” is only one of several words now listed as patentable subject matter in Section 101.  Except for the word “process,”
 this author sees no reason why the other words, “machine, . . . composition of matter, or . . . improvement thereof,”
 should be stricken.  The point of this article is not to question the precise nature of patentable inventions, but to assess whether they ought to be abstract or concrete.


The success of the patent system for drugs (which must have been reduced to practice and proven safe and effective before marketing) suggests that a patent system requiring real, concrete applications works better than one based on abstract ideas.  It also suggests that a viable patent system does not need the doctrine of constructive reduction to practice (CRTP), which allows abstractions without real form to be patented simply by describing them in words.  Accordingly, an initial focus of patent reform might be to eliminate or substantially restrict the doctrine of CRTP.


Eliminating CRTP would meld nicely with another current proposal for patent reform.  The current reform bill includes a change from our hoary first-to-invent system to the first-to-file system universally recognized abroad.
  If the doctrine of CRTP were left unchanged, it would interact with the incentives of a first-to-file system to increase the number of “premature” or early-stage patent applications, perhaps exponentially.


Our current first-to-invent system provides some small incentives to do the work first and file later.  Inventors can postpone filing for up to a year after disclosure or commercial exploitation of their invention, without loss of rights in the United States,
 although they may lose corresponding rights abroad.
  This one-year grace period gives them time to perfect their inventions and to make plans to produce and market them before filing, while delaying the expense and distraction of patent prosecution and strengthening their commercial position.


If the doctrine of CRTP is left unchanged after conversion to a first-to-file system, the pressure for earlier and premature filing will be enormous.  Early filing permits applicants to intimidate the marketplace and competitors with the warning “patent pending.”  Early filing also can pre-empt competitors’ parallel research, as they think twice about the risk and potential cost of proceeding in the face of a rival’s likely patent.  Although early filing also requires applicants to incur the transaction costs of patent prosecution earlier, it can make the much higher costs of perfecting and commercializing the invention less risky, by decreasing the risk of effective competition both in the interim and once a patent is granted.  Early filing also postpones these higher costs until the likelihood of legal protection can be more accurately assessed (for example, until after a patent search or even a first office action).  Therefore, our probable change to a first-to-file system will likely increase the flood of Blackberry or gene-segment-type patent applications inordinately as long as the doctrine of CRTP remains intact.  This is a consummation devoutly not to be wished.


At the same time, eliminating the doctrine of CRTP entirely would have distinct advantages.  It would reduce patents on abstract “paper” technologies and speculation on the development of an industry, as in the case of State-Street-type block diagrams of computer programs and businesses, or computer simulations of DNA sequences. (Potential patentees would feel less compulsion to file early knowing that the patent laws discouraged patents on inventions left undeveloped after the ideation stage.)  Such a change would give inventors and their firms more time (as they reduced their inventions to actual practice) to consider whether filing is warranted based on greater knowledge of the risk and cost of commercialization, the risk of hidden disadvantages (such as side effects of drugs or medical devices), and the benefits of commercialization.  Moreover, later-stage patents would provide the PTO with more concrete evidence (including experiments) of validity, and correspondingly narrower claims, making the PTO’s examination easier and probably better.  All in all, eliminating the doctrine of CRTP would likely decrease the number of patent applications filed, decrease the number of bad patents, decrease the average number of claims per patent, and thereby decrease the cost and delay of both patent prosecution and patent litigation.  Not bad for a simple comprehensible statutory amendment that requires only one paragraph (see below)!


There is, however, one caveat.  If patents on paper technologies are to be abolished, the nature of the actual reduction to practice that the law requires must be flexible enough to accommodate all industries.  For the pharmaceutical industry, the current regime’s success suggests that CRTP could be abolished entirely.  Drug companies might be allowed to file patent applications based on simulation or laboratory testing if they wished, but the patents would not be granted until after reduction to practice and proof of safety and effectiveness in FDA-required clinical testing.  The entire complex statutory machinery of patent term extension
 then could be dispensed with, for the patent would not issue until the drug had been approved for marketing, making the patent’s term (measured from the date of issue, not application) and the commercial marketing period start at the same time.  


Other kinds of inventions, however, might have separate and different regimes for reduction to practice.  For simple mechanical and electrical devices, making and testing a working model should not be too difficult or expensive and should be required.  Yet some inventions are sufficiently complex and expensive that their feasibility is normally tested by simulation only, to determine whether substantial investment in developing working prototype is warranted.  If simulation (whether in a computer or a wind tunnel) is a reasonable and customary method of demonstrating feasibility in a particular industry, it should suffice as actual reduction to practice.


A statutory amendment to eliminate the doctrine of constructive reduction to practice therefore might read as follows:

102A.   Actual Reduction to Practice.   Before applying for a patent, the applicant shall have actually reduced the invention to practice in a manner demonstrating every element of every claim.  Construction and testing of a working model sufficient to demonstrate every element of a claim shall in all cases constitute actual reduction of that claim to practice.  In the absence of a working model, simulation or other experimental verification that is reasonable and customary in the relevant industry and to a person of ordinary skill in the art, and that is sufficient to demonstrate every element of a claim, may constitute actual reduction of that claim to practice.  Any claim not actually reduced to practice shall be rejected, and, if issued in a patent, may be invalidated by a court or invalidated or narrowed in a re-examination proceeding.  For products and methods requiring pre-marketing regulatory approval, the Patent and Trademark Office may by regulation permit applications to be filed based upon reasonable simulation, provided that actual reduction to practice occurs as specified above before a patent issues and involves no new matter as compared to the simulation. 

Inventors in some industries may object to this amendment on the ground that investors in that industry require filed patent applications before committing their money.  If so, the industry might find itself in a “Catch 22,” in which investment would not come until a patent application were filed but investment would be needed to perform the reduction to practice that filing requires.  If this putative problem is real and substantial in particular industries, Congress can make an exception for them along the lines of intent-to-use applications in trademark law.  That is, Congress could allow inventors in these industries to file a patent application based only on constructive reduction to practice basis but could require that evidence of actual reduction to practice be provided before the patent issues.  An additional statutory paragraph, with corresponding regulations, would prohibit “new material” from entering the examination at the later phase, and the law would require the CRTP to support completely the evidence later offered for actual reduction to practice.  Any new material supporting new or expanded claims would be deferred to a new application with a new filing date.


Although consistent with the first proposal (eliminating CRTP), the second proposal here is both more ambitious and more far-reaching.  It would eliminate entirely the nonobviousness criterion of Section 103 and replace it with economically meaningful  criteria susceptible to proof in a courtroom.


Economic research, especially empirical research, should identify these criteria, with jurists playing only a supporting role.
  Moreover, the specific criteria might vary from industry to industry or even from technology to technology.  They might have to be identified only generally in the statute and specifically by regulation.


Therefore it would be premature to identify these criteria in detail here.  Yet the general nature of the criteria should be no mystery.  They ought to focus on the undertaking of nonmarket (i.e., technological) risk of failure that requires legal protection from free riders and a risk premium.  They also might focus also on the amount, nature and risk of the economic investment needed to promote or insure success of a particular inventive project.  In short, the revised statute would attempt to identify rational economic criteria that solve the economic problem identified by the Supreme Court in Graham v. John Deere Co.: how to distinguish those inventions that would not be made without patent protection from ordinary, routine business innovation in a competitive free-market economy.


With these criteria, the availability and strength of a patent would depend upon the same economic factors that business people use in deciding whether to invest: the amount of investment needed for success and the level of technological risk to be undertaken.  Isn’t that precisely the message that our patent system should send to prospective investors—that the strength of patent protection, and therefore the likely “extraordinary” economic reward (i.e., reward based on legal protection from competition), depends upon the technological risk assumed?


To demystify this process and provide a basis for further discussion and research, it may be useful to suggest specific language by which this proposal might be implemented and explain how it might work.  The following language is one such proposal:


Section 103.  Economic conditions for patentability

(a)  A patent may not be obtained, and an issued patent is invalid, though the invention is not disclosed or described in one or more references as set forth in Section 102 of this title, unless the applicant or patentee produces substantial evidence that: (a) development of the invention, its reduction to practice, or further development sufficient to commercialize it, entailed or will entail substantial risk of failure for reasons other than market acceptance, or (b) substantial investment was made in developing the invention and reducing it to practice, and that investment would be devalued in the absence of protection from free riders, or (c) substantial investment will be required to commercialize the invention after patenting, and that investment would be devalued in the absence of protection from free riders.

(b) The Patent and Trademark Office shall by regulation specify the procedure for submitting such evidence and the nature and extent of evidence required to obtain a patent, and may specify categories of evidence for particular classes of inventions and examples thereof.  Those regulations shall be conclusive in assessing the lawfulness of issuance of or refusal to issue a patent under this section, and a final decision of the Board of Patent Appeals and Interferences on the satisfaction or failure to satisfy the requirements of this section shall be conclusive and unreviewable insofar as patent issuance is concerned.  However, in re-examination proceedings (whether ex parte or inter partes) and judicial assessments of the validity of issued patents, those regulations shall be persuasive, not conclusive, and the patentee shall not be limited to evidence under this section adduced in patent prosecution, but may introduce additional such evidence as permitted by applicable rules of procedure.  Material misstatements or omissions in any such evidence, whether in patent prosecution or in any proceeding, shall be cause for refusing or invalidating a patent if made with intent to deceive or mislead.

This provision’s focus on economic criteria, rather than on nonobviousness with respect to prior art, would simplify the statute considerably.  Present subsections (b) and (c) of Section 103, which control the application of the present nonobviousness criterion under specific circumstances, would be superfluous and could be eliminated.


However, the doctrine of complete anticipation would have to be repealed in order to combine prior-art references to refuse or invalidate a patent, since Section 103(a) is the only thing under current law that allows two or more references to be combined.
  The words “in one or more references” in the first sentence of subsection (a) of the proposal above would repeal the doctrine of complete anticipation by implication; coordinate changes should also be made in Section 102 to make that repeal explicit and indisputable.


The main purpose of regulatory-procedural subsection (b) would be to require the primary substantive test under the proposed language to occur in re-examination or litigation, not patent prosecution.  A recurrent economic criticism of the current patent system—especially the nonobviousness requirement—is that it forces all patent applicants to spend a lot of inventor and lawyer time distinguishing prior art, even though very few patents are ever licensed, used, or tested in non-prosecution proceedings.
  For all but a tiny minority of commercially valuable and tested patents, the effort and expense involved in finding and distinguishing relevant prior art under Section 103 therefore represent pure economic waste.


This proposal seeks to reduce that waste by prescribing a two-tier system for evaluating economic evidence of risk undertaken and relevant investment made.  The first tier would occur in patent prosecution and would require only “prima facie” evidence of risk and investment.  A patent applicant could make such a case and pass the “bar” of Section 103 simply by showing enough relevant evidence of risk and investment to demonstrate that the inventive project was not one like Pfaff’s “Boom-Boom” socket, indistinguishable from any competitive business project.
  The real test of relevant risk and investment then would come (if ever) in litigation, where the patentee would be allowed to adduce additional evidence not introduced in patent prosecution, but the standard for evaluating that evidence would be stricter.  In essence, a court could invalidate a patent simply because, in the court’s view, the patent was not supported by enough evidence of risk and investment needing protection from free riders to justify the economic burden of patent protection.  As is true today, the invalidation would not be retroactive, so that the patentee could enjoy the economic benefits of being able to claim patent protection in the interim, but competitors willing to risk the expense of suit could gain the right to compete by showing that competition is economically appropriate.


Not only would a statutory change like this one shift the focus of the “novelty plus” criterion of patent law from nested abstractions (what abstraction is nonobvious with respect to what prior abstractions) to economically relevant evidence.  It would also rely on the same type of practical evidence of risk and investment on which business people actually rely in taking risk and making investments.  For example, applicants might submit evidence of investments made and their purpose, estimates and projections of risk and potential difficulties (both internal and external, by disinterested parties), evidence of competition and free riding in the same or similar fields of technology, and evidence of the “objective factors” now recognized by the Federal Circuit, such as long-felt need, failure of others, prior art that teaches away from the technical solution used (suggesting risk), etc.
  Indeed, the current proposal would increase considerably the importance of these objective factors and eliminate the Federal Circuit’s rule that they mitigate only toward validity, never invalidity.


Over time, the Federal Circuit and other federal courts would develop a federal common law, classifying this sort of evidence and assigning relative weights to specific categories and types of evidence.  For example, a researcher’s affidavit that technological (nonmarket) risk existed at the time an inventive project was undertaken would have greater weight if the researcher were a disinterested party with no financial interest in the patent or its owner, and lesser weight if the researcher were an “internal” party, such as an employee of the patentee.  The congressional reports and/or the PTO’s regulations could provide an initial basis for classifying and weighing this sort of evidence.


Another advantage of this statutory approach is the great simplification of patent law that would result from putting a stake through the heart of the conceptual monster of nonobviousness.  From Judge Frank’s 1841 lament to the present day, the distinctions of patent law have always been “very subtle and refined, and sometimes, almost evanescent.”
  The nonobviousness requirement, like the requirement for “invention” that it replaced, has always been among the most difficult to apply.  Indeed, that appears to be why the Federal Circuit reduced it virtually to novelty (as a layperson would understand novelty) through its “suggestion” test.
  By repealing the nonobviousness criterion, this proposal would, at a stroke, eliminate the most troublesome and controversial feature of current patent law, and the one most difficult to apply.  It would replace that economically nonsensical and poorly understood criterion with economic factors that business people routinely apply in actual practice and that ordinary people, let alone inventors, could understand and appreciate.

V.  Conclusion.


It is hard to be dogmatic about the specific proposals for statutory change made here.  I have called previously for plenary patent reform led by economists, not lawyers.
  Since I am not an economist, my proposals are therefore necessarily tentative and diffident.  The primary purpose of this paper is to show in some detail how far from economic rationality our patent system is today, and how easily (at least as a matter of statutory drafting) it might be brought into better conformity with current economic theory and practice, at the same time simplifying the conceptual basis of much of patent prosecution and litigation.


Yet the current attitude of the patent bar seems to be uniform resistance to true reform, of the type that gave us the Copyright Act of 1976.  I would not dignify the current patent bills with the word “reform,” let alone the adjective “plenary.”  Except for long overdue harmonization, such as the transition to a first-to-file system, they would merely add new wheels, like post-grant opposition, to a complex mechanism that appears ready to fall apart.


Today no one should delude himself that resistance to real reform is obeisance to the tried and true.  The patent system that we have today is already far different from the one we had in 1952, let alone the one that served England and the United States so well from 1623 to 1952.  Our system may not have been broken in 1952, before the nonobviousness criterion became a focus of highly abstract and contentious debate and the Federal Circuit ultimately read it out of the statute by means of its “suggestion” test.  Our system may not have been broken before the Federal Circuit abolished the age-old restriction to “Manufactures” and permitted patents on sheer abstractions like flow charts for computer programs and block diagrams for business methods.  It may not have been broken before we had 90,000 patents on a single product, the microprocessor.
  It may not have been broken while government grants supported basic research and private risk capital supported applications, before university scientists, often with private support, tried to claim exclusive rights in vast swaths of unknown future technology.  But, if the system wasn’t broken in 1952, it is surely broken now.  When business itself starts to complain, something must be wrong.


This is not to say that patent law in general has outlived its purpose and is no longer necessary.  Quite the contrary.  Current technology is complex and intricate, and each advance increasingly relies on a whole infrastructure of complex technologies, often from disparate fields.  As a result, innovation is more difficult and risky and involves more people and more investment than ever before.  If risky, expensive projects are not protected from economic free riding, private capital will cease to finance them, and the great economic engine that gave England and then the United States each a century of technological supremacy will sputter to a halt.


But the increased expense, risk, and complexity of modern innovation do not require mindless proliferation of patents.  Far less do they require the type of proliferation that hinders future innovators as they attempt to put increasingly numerous pieces of increasingly complex puzzles together.  The increased expense, risk and complexity of modern innovation require that the law “get it right” and come closer to economic optimality than ever before.


  The main reason is geopolitical: we Americans have much stronger economic competition today than ever before.  During the heyday of our patent system, the United States enjoyed unparalleled advantages over most of the rest of the world.  We had unmatched and unexploited natural resources, protection from invasion (by virtue of two great oceans and neighbors that were both peaceful and relatively weak), and a nearly unique social and political system based on merit, free markets and the rule of law.  Today our natural resources are running out.  International terrorism has made our oceans irrelevant and brought fear and consequent economic inefficiency to our shores, especially in air transportation.  Our social system may be morphing into one based as much on heredity and economic class as on merit.  And major nations, including India, Russia, and China, are trying with varying degrees of success to copy our system of free markets and the rule of law.  Other democracies great and small, including the European Union, Japan, Korea and Taiwan, by and large already have their own working copies.


Therefore we no longer have the luxury of a patent system that is “good enough.”  Our patent system is our economic engine of innovation, and innovation is our major, if not our sole, remaining comparative advantage.   So we must have a patent system that is second to none.  If we allow thoughtless legal “innovations”—like patents on types of businesses—to derail our patent engine, great emerging democracies with little stake in their “legacy” patent systems may perfect their systems first and leapfrog us in technological innovation.  Our emergence as a great world power took only about fifty years, and our fall could be as rapid.


If the history of English and American industrial and technological supremacy teaches anything, it is that the nation with the best social, political and legal system wins.  So what we need is kai-zen—continual perfection—in law, just as in science and industry.
  For our patent system, the first step in that direction would be recognizing that patent law is economic law and that every feature of it must make economic sense, if not approach economic optimality. The next step would be to recognize that several features of our current system are very far from optimality and to ask economists for their help in setting them right.
� See “To Promote Innovation: the Proper Balance of Competition and Patent Law and Policy, A Report by the Federal Trade Commission,” Ch. 3(i) : “Business Testimony:  Current Innovation Landscape In Selected Industries,” Summary at 1 (Oct. 2003) (hereinafter, “FTC Innovation Report”):





“Pharmaceutical and biotechnology representatives testified that strong patent 


protection is essential to innovation in their industries. . . .  By preventing rival firms from free riding on discoveries, patents allow pharmaceutical firms to recoup the substantial capital investments made to discover, test, and obtain regulatory approval of new drug products.  Biotech representatives emphasized that patent protection is critical to attract the capital necessary to fund this high-risk investment.  Indeed, firms believed that the biotech industry would not exist but for patents.”





See also, id., Ch. 3(ii) at 223-26 (discussing scholarly speculation that biotechnology patents had produced an “anticommons” and impeded follow-on innovation but noting empirical evidence to the contrary, suggesting that the industry had adapted well to patenting through agreements and business strategies).


�   See FTC Innovation Report, supra note 1, Ch. 3(i) at 1 (“Business representatives characterized innovation in [the pharmaceutical and biotechnology] industries as costly and unpredictable, requiring significant amounts of pioneering research to discover and test new drug products [and patents to protect that investment]”).  See also, note 1 supra.





	The pharmaceutical and biotechnology industries are paradigmatic patent-driven industries because innovation in them requires undertaking extraordinary technological risk at extraordinary expense.  See generally, Amendment in the Nature of a Substitute To H.R. 2795, the “Patent Act of 2005,” Hearing on H.R. 2795 before the Subcommittee on Courts, the Internet, and Intellectual Property of the House Committee on the Judiciary, 109th Cong., 2d Sess., Serial No. 109-53 (Sept. 15, 2005) [hereinafter, “H.R. 2795 Hearing”] at 12 (prepared testimony of Philip S. Johnson, Chief Patent Counsel, Johnson & Johnson, on behalf of  Pharmaceutical Research and Manufacturers of America) (“In industries in which it takes 8 or 10 years or more, and hundreds of millions of dollars, to develop, test, and obtain approvals for a single product, patents are critical”); note 3 infra.  Studies have put the “fully loaded” cost of developing a new drug, including the cost of failures and long lead times, in the billion-dollar range.  See Drug Development Costs Rise to $ 1.7 Billion, Study Finds, Drug Industry Daily, Dec. 9, 2003, available at LEXIS, News Library, DRGDLY; Tufts Center for the Study of Drug Development, News Release: Tufts Center for the Study of Drug Development Pegs Cost of a New Prescription Medicine at $ 802 Million (Nov. 30, 2001), available at http://csdd.tufts.edu/NewsEvents/RecentNews.asp?newsid=6 (last visited Feb. 6, 2004) [hereinafter “Tufts News Release”].  As for risk, see Henry Grabowski, “Pharmaceuticals: Politics, Policy and Availability: Patents and New Product Development in the Pharmaceutical and Biotechnology Industries,” 8 Geo. Public Pol’y Rev. 7, 9 (2003) (citing Joseph A. DiMasi, Success Rates for New Drugs Entering Clinical Testing in the United States, 58 J. Clinical Pharmacology and Therapeutics 1-14 (1995)) (“typically, many thousands of compounds are examined in the pre-clinical period for every one that makes it into human testing[,]” and “[o]nly 20 percent of the compounds entering clinical trials survive the development process and gain FDA approval”).





	This author has argued that only an undertaking of technological risk—defined as the risk of total failure for nonmarket reasons—can justify making an exception from the normal rules of free competition in business and granting a patent conferring exclusive rights for a limited time.  See Jay Dratler, Jr., “Alice in Wonderland Meets the U.S. Patent System,” 38 Akron L. Rev. 299, 312-315 (2005) (summarizing analysis and its basis in entrepreneurial risk-reward theory) (hereinafter “Alice”); Jay Dratler, Jr., Does Lord Darcy Yet Live? The Case Against Software And Business-Method Patents,”  43 Santa Clara L. Rev. 823, 844-853 (2003) (hereinafter “Darcy”) (general analysis); id. at 853-871 (applying analysis to software patents); id. at 871-876 (applying analysis to business-method patents).   


�  In discussions of patent-reform legislation, the pharmaceutical and biotechnology industries vigorously opposed any provision for initiating post-grant opposition proceedings more than nine months after a patent’s issuance—the so-called “second window” of opposition that early drafts of the reform legislation provided.  (An early bill had provided two “windows” for initiating post-grant oppositions, the first within nine months of grant or reissue, and the second within six months after receiving notification of alleged infringement.  See, e.g., H.R. 2795 (June 8, 2005) (Smith), § 9(f), proposing new 35 U.S.C. § 323.).  See, e.g., H.R. 2795 Hearing, supra note 2, at 14 (prepared testimony of Philip S. Johnson, Chief Patent Counsel, Johnson & Johnson, on behalf of  Pharmaceutical Research and Manufacturers of America) (describing “second window” as one of two “principals drivers” of his association’s opposition to earlier bill); id. at 46 (oral testimony of Robert B. Chess, Chairman, Nektar Therapeutics, on behalf of the Biotechnology Industry Organization):





“[F]or bringing [a] product to market we have needed to raise $1.2 billion.  The key to be able to do that for us is the certainty of the intellectual property. There is no way we would have been able to raise that kind of money if people thought our intellectual property wouldn’t hold up.”


�   See FTC Innovation Report, supra note 1, Executive Summary at 6 (Footnotes and internal citations omitted):





“In some industries, such as computer hardware and software, firms can require access to dozens, hundreds, or even thousands of patents to produce just one commercial product.  One industry representative from a computer hardware firm reported that more than ‘90,000 patents generally related to microprocessors are held by more than 10,000 parties.’  Many of 


these patents overlap, with each patent blocking several others.  This tends to create a ‘patent thicket’—that is, a ‘dense web of overlapping intellectual property rights that a company must hack its way through in order to actually commercialize new technology.’” 


�  See FTC Innovation Report, supra note 1, Ch. 3 at 34-37 (discussing how patent thickets impede innovation in electronics industry); id., Ch. 3 at 50-55 (similar analysis for software and Internet industries).   See also, H.R. 2795 Hearings, supra note 2, at 7 (oral testimony of Emery Simon, Counsel, Business Software Alliance):





“As industry representatives have testified previously, the IT industry, like so 


many others, is encountering the enormous costs of dealing with patents of questionable quality.  Today, hundreds of patent infringement cases are pending against computer software and hardware companies, costing the industry hundreds of millions of dollars each year.  The fact that the patent system works well for other industries does not obviate the need to address this very real problem for the technology industry.  Our industry is particularly vulnerable to such claims because our complex products often have hundreds of patented or patentable features contained within them.”


� See FTC Innovation Report, supra note 1, Ch. 3(iii) at 34 (“None of the panelists disputed the existence of densely overlapping patent rights (i.e., a patent thicket) in the computer hardware industries”); id., at 35 (“firms in the computer hardware industries have been obtaining patents at rapidly increasing rates largely for defensive purposes”); id., at 36 (“the need of integrated firms and hardware companies to develop extensive patent portfolios for defensive purposes diverts funding from R&D into the obtaining of patents”); id. at 37 (“Patent thickets can reduce follow-on innovation by requiring an innovator to seek licenses from multiple patentees”); id. at 39-40 (same point in more detail);  id. at 37 (discussing “strategic use of patents in licensing negotiations,” including “hold up” strategy, in which patentee exploits “sunk costs that a firm already has invested in product development or manufacturing, before learning of the patent,” to demand higher than normal royalties); id. at 38 (discussing “hold-up” strategies of “non-practicing entities,” now known as patent “trolls”); id. at 51-53 (similar analysis for software and Internet industries).


�  In the Blackberry case, NTP, Inc. v. Research in Motion, Inc., a nonpracticing patent holding company extracted a $ 612.5 million settlement from the manufacturer of the “Blackberry” mobile, hand-held personal communication devices, by threatening to shut down its operations with a permanent injunction for patent infringement.  See NTP, Inc. v. Research in Motion, Inc., 397 F. Supp. 2d 785, 788-789, 76 U.S.P.Q.2d (BNA) 1857 (E. D. Va. 2005) (outlining complex procedural history of case and refusing to stay injunction to await results of re-examination of relevant patent in PTO); Mike Hughlett and Eric Benderoff, “BlackBerry suit settled; $612.5 million deal keeps network active,” Chicago Tribune, Mar. 4, 2006, Business (C) at 1 (reporting settlement and circumstances).





	The economic background of this unprecedented settlement was telling.  The inventor on the patent had developed a crude wireless e-mail system in suburban Chicago sixteen years previously for AT&T, but that company had abandoned it because it did not work well.  See Hughlett & Benderoff, supra.  The inventor nevertheless secured a patent and assigned it to the holding company, and the holding company, which had never practiced the patent, brought suit for infringement after he had died.  See id.


� In eBay, the well-known Internet auction service was sued for infringing “a business method patent for an electronic market designed to facilitate the sale of goods between private individuals by establishing a central authority to promote trust among participants.” eBay, Inc. v. MercExchange, L.L.C.,        U.S.       , 126 S.Ct. 1837, 1839, 164 L.Ed.2d 641 (2006), citing and describing U.S. Patent No. 5,845,265.  As in Blackberry, supra note 7, the district court ruled while the patent was still under re-examination.  See id., 126 S.Ct. at 1839 n.1.  Although it found infringement, it denied a permanent injunction, but the Federal Circuit reversed, holding permanent injunctive relief a standard remedy for patent infringement.  401 F.3d 1323, 1339 (Fed. Cir. 2005).  The Supreme Court reversed again, holding unanimously that a permanent injunction requires assessment of the traditional four-part equitable test, even in patent cases, and remanding for application of that test.  See eBay, supra, 126 S.Ct. at 1841. 


�  A patent “troll” is a patentee, typically a patent holding company, that does not practice the patented invention but seeks to extract revenue from others who do by licensing the patent or suing others for infringing it.  See � HYPERLINK "http://en.wikipedia.org/wiki/Patent_troll" ��http://en.wikipedia.org/wiki/Patent_troll� (visited June 10, 2006).  This user-edited encyclopedia is a useful source for the term because it is a popular or colloquial term, not precisely defined, and not a legal term of art.  See id. 





	Despite the term’s pejorative connotation, the economic behavior that it identifies (licensing or suing under a patent without using it) is generally permitted under current law.  See 35 U.S.C. § 271(d) (“No patent owner otherwise entitled to relief for infringement or contributory infringement of a patent shall be denied relief or deemed guilty of misuse or illegal extension of the patent right by reason of his having done one or more of the following: . . . (4) refused to license or use any rights to the patent”).  The eBay Court even cited with apparent approval an old case suggesting that an infringement plaintiff’s failure to practice its patent, by itself, is no ground for denying injunctive relief.  See eBay, supra note 7, 126 S.Ct. at 1240-1241, citing  Continental Paper Bag Co. v. Eastern Paper Bag Co., 210 U.S. 405, 422-430, 28 S.Ct. 748, 52 L.Ed. 1122  (1908), as “reject[ing] the contention that a court of equity has no jurisdiction to grant injunctive relief to a [*1841] patent holder who has unreasonably declined to use the patent.”





	This characterization of the Paper Bag case, however, is misleading.  Although the Paper Bag Court does at one point appear to address such a contention, see 210 U.S. at 422, in its later factual analysis it questions whether the patentee there acted unreasonably and appears to leave the question of unreasonable nonuse for another day.  See 210 U.S. at 429 (“it is certainly disputable that the non-use was unreasonable or that the rights of the public were involved.  There was no question of a diminished supply or of increase of prices, and can it be said, as a matter of law, that a non-use was unreasonable which had for its motive the saving of the expense that would have been involved by changing the equipment of a factory from one set of machines to another?”).  A case involving no “diminished supply or . . . increase of prices,” coming a mere eighteen years after passage of the Sherman Act of 1890, can hardly be deemed decisive on the impact of unreasonable conduct in an antitrust sense.  Nevertheless, since Section 271(d)(4) appears to preclude an antitrust claim based on nonuse of a patent alone, a patentee’s anticompetitive behavior would have to involve more than simple nonuse in order to constitute an actionable antitrust violation.


�  See, e.g., H.R. 2795 Hearing, supra note 2, at (introductory remarks of Rep. Lamar Smith, R-Texas, Subcommittee Chair and principal sponsor of reform bill):





“High-tech and financial service companies believe present law encourages individuals to acquire poor quality patents.  These patent holders, sometimes called trolls, can extort settlements from manufacturers by threatening to shut down assembly lines in the course of infringement suits.”





“It shouldn't become just another lawyer’s game to divert money from purposeful endeavors like manufacturing computers and software, but some of the changes that we have considered may inadvertently hurt other important industries.”





“Biotech and brand drug companies, for example, operate under very different business models that rely on a legal system that vigorously affects patent rights.  Their concerns about profit margins, lawsuits and productivity are no less sincere than those of the high-tech community.”





See also, Jim Balsillie, “Patent Abuse,” Wall St. J. Dec. 19, 2005, at A16 (guest editorial by CEO of Research in Motion, Inc., maker of Blackberries, charging that “greed” and leverage of injunctive relief motivated patentees “to the point where they turned down one of the largest settlement offers in history and a royalty rate that is 10 to 20 times higher than industry norms for uncontested patent portfolios”).


� See, e.g.: Adam B. Jaffe and Josh Lerner, Innovation and Its Discontents: How Our Broken Patent System is Endangering Innovation and Progress, and What to Do About It 34 (Princeton University Press 2004) (“As a result of legal and administrative changes made between 1982 


and 1990, the PTO has become so overtaxed, and its incentives have become so skewed toward granting patents, that the tests for novelty and non-obviousness that are supposed to insure that the patent monopoly is granted only to true inventors have become largely non-operative”); John R. Thomas, “The Patenting of the Liberal Professions,” 40 B.C. L. Rev. 1139, 1163-1164 (1999) (arguing that Federal Circuit’s permissive approach to patentable subject matter has extended patent protection well beyond technology to such things as sports, psychology, law and theology); Alice, supra note 2, 38 Akron L. Rev. at 304 (view that, “[i]f intellectual property protection is good, . . . more protection is necessarily better” neglects “entirely the notion of balance that has made the Anglo-American legal system so successful”).  See also, H.R. 2795 Hearing, supra note 10, at 3 (introductory remarks of Howard L. Berman, D-Calif., ranking minority member of subcommittee):





“At last week’s hearing regarding oversight of the PTO, we heard consensus from all of the witnesses, including the director of the agency responsible for administering the patent process, that there is a problem with the quality of patents issuing from the Patent Office.”


� See, e.g., Jaffe and Lerner, supra note 11 (criticizing PTO as issuing too many patents on non-inventions) ; Alice, supra note 2, 38 Akron L. Rev. at 308-319 (criticizing Federal Circuit’s failure to impose reasonable limits on patentable subject matter consistent with antitrust and free-market principles); FTC Innovation Report, supra note 1, Executive Summary at 5 (“(M)any participants in and observers of the patent system expressed significant concerns that, in 


some ways, the patent system is out of balance with competition policy”); id. at 10-11 (recommending that existing standards for nonobviousness of patentable inventions be tightened); Alice, supra note 2, 38 Akron L. Rev. at 309-319 (arguing that current standard of nonobviousness departs from the spirit of Framers’ original standard by emphasizing cognitive difficulty over economic factors like risk); Darcy, supra note 2 (arguing that Federal Circuit’s receptivity to patents on computer programs and business methods shifts line between competition and invention in place under Anglo-American law since 1623 by granting monopolies on what are essentially ideas for businesses devoid of technological risk). 


� See FTC Innovation Report, supra note 1, Ch. 3 at 34-37 (noting 90,000 patents held by 10,000 parties relating to microprocessors alone); id., Ch. 3 at 50-55 (similar problems in software and Internet industries). 


�  Under current law, a patent’s term, subject to adjustment, is twenty years from the relevant application date.  See 35 U.S.C. § 154(a)(2).   


� See FTC Innovation Report, supra note 1, Executive Summary at 6 (footnote omitted):





“Much of th[e] thicket of overlapping patent rights results from the nature of the technology; computer hardware and software contain an incredibly large number of incremental innovations.   Moreover, as more and more patents issue on incremental inventions, firms seek more and more patents to have enough bargaining chips to obtain access to others’ overlapping 


patents.”


�  See Part II infra.  


�  See the text accompanying notes 4-6 and notes 5, 6 supra.  


�  From fiscal years 2000 to 2005, the size of the PTO’s total budgetary resources increased from about $908 million to over $1.5 billion, or 65%, while the average time for a patent to receive its first office action also increased from 13.6 months to 21.1 months, or 55%.  Compare PTO, FY2000 Annual Report: Patents, at 69, 1, available at http://www.uspto.gov/web/offices/com/annual/2000/ (visited June 30, 2006), with PTO, Performance and Accountability Report for Fiscal Year 2005, Budgetary Resources and Requirements, Financial and Performance Highlights, available at � HYPERLINK "http://www.uspto.gov/web/offices/com/annual/2005/01_summary.html" ��http://www.uspto.gov/web/offices/com/annual/2005/01_summary.html� (visited June 30, 2006). 


�  Compare � HYPERLINK "http://swz.salary.com/salarywizard/layouthtmls/swzl_compresult_national_EN04100006.html" ��http://swz.salary.com/salarywizard/layouthtmls/swzl_compresult_national_EN04100006.html� (visited June 10, 2006) (“The median expected salary for a typical Electrical Engineer I in the United States  is $54,065”), with � HYPERLINK "http://www.payscale.com/salary-survey/aid-11733/" ��http://www.payscale.com/salary-survey/aid-11733/� (visited June 10, 2006) (median salary of 90 reporting patent prosecutors was $102,500, nearly twice the engineers’ pay).


� See Pfaff v. Wells Electronics, Inc., 525 U.S. 55, 58, 119 S.Ct. 304, 142 L.Ed.2d 261 (1998) (“inventor” of socket began work on it at request of chip manufacturer).


�  Cf. id., 525 U.S. 55, 58 & n.3  (“inventor” received substantial order for computer chip socket on basis of drawings only, without making model or prototype, but filed patent application after third party had developed tooling and commenced manufacturing).





	In Pfaff, the patent ultimately proved invalid because the “inventor” had taken an order more than one year before filing his patent application, thereby invoking the one-year statutory bar of 35 U.S.C. 102(b).  See id., 525 U.S. at 67.   Yet the “inventor” could have avoided this result by filing his patent application within one year after taking the order, claiming the production drawings as a “constructive reduction to practice.”  See Part III infra. 





	The point here is that designing this socket was not an act of invention, but an entirely pedestrian, straightforward, and routine bit of engineering, if indeed it even rose to that level. When asked to describe how he designed and produced this and similar sockets, Pfaff himself testified how he cranked them out routinely:





“[Pfaff] . . .  Went from the drawing to the hard tooling.  That’s the way I do my business.





“[Opposing counsel.]   Boom-boom?”





“[Pfaff].  You got it.”





Pfaff, supra note 20, 525 U.S. at 58 n.3 (quoting Pfaff’s colloquy with opposing counsel).


�  Hotchkiss v. Greenwood, 52 U.S. (11 How.) 248, 13 L.Ed. 683 (1851) (improvement in making doorknobs out of clay or porcelain, instead of wood or metal, was “the work of the skilful mechanic, not that of the inventor”).


�  The Federal Circuit’s “suggestion” test requires a “suggestion” or “motivation” to combine two or more references to appear (mostly explicitly) in the references themselves in order to use those references as ground for refusing or invalidating a patent for obviousness of the underlying invention under Section 103(a). See Darcy, supra note 2, 43 Santa Clara L. Rev. at 882-889 (discussing “suggestion” test and its practical effect as duplicating a layperson’s concept of novelty over multiple prior-art references).  See also, Part III infra (discussing “nonobviousness” as improper proxy for important economic criterion of patent system).


�  See Graham v. John Deere Co., 383 U.S. 1, 10, 86 S.Ct. 684, 15 L.Ed.2d 545 (1966) (“The inherent problem was to develop some means of weeding out those inventions which would not be disclosed or devised but for the inducement of a patent”).





	Logically, this criterion derives directly from the Patent and Copyright Clause, which requires patent protection to “To promote the Progress of . . . useful Arts . . .” U.S. Const. Art. I, § 8, cl. 8.  If a patent is not needed to encourage the design and manufacture of something, granting the patent promotes nothing.  Indeed, basic undergraduate economics suggests that a patent, by providing a monopoly that inherently lowers output and raises prices, while perhaps blocking further innovation, is economically counterproductive.


�  See note 19 supra.


�  Such excessive patenting expense might be economically rational for the “inventor” (here, Pfaff), that is, in his own rational self interest.  With patent protection in place, he might be able to charge monopoly rents that, over the commercial lifetime of the socket, could both recoup the excessive cost of securing patent protection and garner considerable “excess” profit, that is, profit exceeding the “normal” profit achievable if he had to suffer business competition.





	But of course this scenario would make no sense for the public or for the society that permitted patent protection under these circumstances.   Not only would the public have to pay a premium price for the sockets not justified by any assumption of technological risk in their design or manufacture.  In addition, that premium would be higher than is normal in cases in which patent protection is economically justified because the ratio of patenting to development costs would be higher than is normal in those cases (the cost of patenting pioneering or “worthy” inventions is usually assumed to be negligible compared to their development cost).  Thus the public would pay two unjustified tolls: (1) a “risk premium” unjustified by any real risk and (2) recoupment of PTO fees and excessive patent lawyers’ fees unjustified by the social value of the “invention.”


� State Street Bank & Trust Co. v. Signature Financial Group, Inc., 149 F.3d 1368, 47 U.S.P.Q.2d (BNA) 1596 (Fed. Cir. 1998), cert. denied 525 U.S. 1093 (1999).


�   See id., 149 F.3d at 1373, 1374-1377 (upholding against challenges to its subject matter as an “abstract idea” and a “business method” a patent on an accounting system for a hub-and-spoke investment partnership using a programmed digital computer, which was the only practical way to implement such a partnership in the current market).  For analysis of this decision, its progeny, and their practical and economic effects, see generally Darcy, supra note 2, 43 Santa Clara L. Rev. at 853-876. 


�   See U.S. Patent No. 5,963,921.  This patent claims a “system” for linking a tax preparer (such as H & R Block), a customer-taxpayer, and a lending institution.  If the customer’s completed tax return provides for a refund, the taxpayer can get the refund on the spot by assigning the right to receive the refund from the IRS to the tax preparer, who then takes a loan from the lending institution for that purpose and receives a return-preparation fee, an instant refund fee, and a lending fee (interest) to pay the lender.  The patent’s claims specify no technology or technical method whatsoever, far less any particular method or technique of programming a computer to achieve this result.  The entire patent is directed to this raw business idea.


�  See State Street, supra note 27, 149 F.3d at 1376-1377 (reciting district court’s conclusion that patent’s claim was broad enough to provide practical control over hub-and-spoke business model); Thomas, supra note 11, 40 B.C. L. Rev. at 1157 (“Signature'’ invention marked no advance in computer technology or mathematical calculations.  The basis for patentability was the uniqueness of the investment package Signature claimed in its patent.”) (citation omitted).


�   See Amazon.com, Inc. v. Barnesandnoble.com, Inc., 239 F.3d 1343, 1347-1348 (describing patent), 1349-1350 (reciting claims) (Fed. Cir. 2001).  This patent broadly claimed a system and method for shopping on the Internet that allowed a properly registered customer to purchase an item displayed for sale on a website simply by clicking only once on an icon with his or her mouse, without going though a more elaborate two-click or multiple-click “checkout” process.  The patent claimed no particular method of programming this feature, and an expert in the court below had described implementing it as a “trivial” programming task.  See Amazon.com, Inc. v. Barnesandnoble.com, Inc., 73 F. Supp. 2d 1228, 1241 (W.D. Wash. 1999) (finding of fact 21), vacated and remanded on other ground 293 F.3d 1343 (Fed. Cir. 2001).


�   Under the doctrine of constructive reduction to practice, see Part II infra, a patent can be granted for a block diagram (assuming it meets the requirements of novelty, utility and nonobviousness and is properly disclosed) if a person of ordinary skill in the art (such as computer programmer or business manager) could implement the block diagram without having to make an invention.  See note 79 infra.  In State Street, for example, the programming task involved simple arithmetic governed by rules prescribed by the IRS, SEC and Financial Accounting Standards Board—a task that virtually any competent programmer, even a novice, could perform.  See Darcy, supra note 2, 43 Santa Clara L. Rev. at 862-863, 871-873.  The paradox of State Street is thus as follows: the less risk, less ingenuity and less skill a programming task requires, the easier it is to get a patent on the block diagram or flow chart, without claiming any particular programming algorithms, procedures or techniques.  In other words, the dumber the patent, the broader the claims.


� See U.S. Patent No. 5,436,960 (Claim 1).


� See U.S. Patent No. 5,845,265 (Claim 1).


�  See 1 Jay Dratler, Jr. & Stephen McJohn, Intellectual Property Law: Commercial, Creative, and Industrial Property, § 2.07[1] (Law Journal Press 1991 & Supps.).  A patentee’s claims are not limited to: (1) any particular embodiment described in the patent specification or shown in the drawings; (2) the inventor’s preferred embodiment or “best mode;”  (3) any particular commercial embodiment, whether or not commercially successful; or (4) any particular manner or means of making the invention (unless such manner or means is itself claimed as part of the invention).   See id.  Instead, courts give the verbal claims of a patent, properly construed, their full abstract scope as long as the specification “enables” their full scope, that is, as long as the disclosure permits a person of ordinary skill in the art to make and use embodiments within that scope without “undue experimentation.”  See id.


	While the legal details of these rules are nuances of patent law, their broad outline is just a corollary of the paramount importance of a patent’s claims in defining the patented invention.  See id., § 2.05[3][a]  (introduction) (“Although just part of the specification, a patent’s claims are the most important part, for they define the patented invention and the scope of legal protection for it.”)  (footnotes omitted.)   If the rest of the specification or the commercial embodiment defined the invention for legal purposes, claims would not be necessary.


�  See id.  


�  See, e.g., Merck & Co. v. Biocraft Laboratories, Inc., 874 F.2d 804, 807 (Fed. Cir.) (upholding claim covering 1200 combinations of potassium-conserving diuretic with other diuretics disclosed in prior patent where success was not “dependent upon random variation of numerous parameters” but “patent instructs the artisan that any of the 1200 disclosed combinations will produce a diuretic formulation with desirable sodium and potassium eliminating properties”) (dictum), cert. denied, 110 S.Ct. 498 (1989); Atlas Powder Co. v. E.I. DuPont De Nemours & Co., 750 F.2d 1569, 1576-1577 (Fed. Cir. 1984) (although possible combinations of salts, fuels and emulsifiers for new explosive allegedly numbered in the thousands, disclosure of single, stable, detonatable combination was sufficient where it would have been impossible and unnecessary to list all operable emulsions and exclude all inoperable emulsions).  Cf. Minerals Separation, Ltd. v. Hyde, 242 U.S. 261, 270-271, 37 S.Ct. 82, 61 L. Ed. 286 (1916) (upholding claim for flotation process for ore separation, although patent did not describe optimal process for each type of ore, because “composition of ores varies infinitely” and optimization of process for each type of ore was within ordinary skill).





	See also, In re Angstadt, 537 F.2d 498, 500, 502-504 (CCPA 1976) (upholding patent claiming “thousands” of variants of chemical formula for catalyst, where inventor had not tested every species and therefore had not disclosed whether every species would or would not work, as making that determination for any species would not require undue experimentation). 


�   See note 7 supra.


�   See 21 U.S.C. § 355, esp. (b), (d), (j).


�   See 21 U.S.C. § 355(b), (d), (j).


�   See 21 U.S.C. § 355(b), (d).


�   See note 2 supra.


�   See Teva Pharmaceuticals USA, Inc. v. Pfizer Inc., 395 F.3d 1324, 1329-1330, 74 U.S.P.Q.2d (BNA)1088 (Fed. Cir.), cert. denied 126 S. Ct. 473 (2005) (noting that, while two generic drug manufacturers had challenged follow-on “formulation” patent for anti-depressant drug “Zoloft,” neither had challenged basic compound patent).


�   After the Supreme Court’s decision in eBay, see note 8 supra, a permanent injunction is no longer an automatic remedy in a successful patent infringement suit.  The defendant in such a suit, however, still bears a substantial risk of a shut-down order, even if the Federal Circuit stays faithful to the spirit, as well as the letter, of the Supreme Court’s instructions in eBay.


�   See Part II infra.


�   See note 7 supra.


�   See, e.g., Joblove v. Barr Laboratories, Inc. (In re Tamoxifen Citrate Antitrust Litigation), 429 F.3d 370, 398, 2005-2 Trade Cas. (CCH) ¶74,993 (2d Cir. 2005) (in adjudicating antitrust claim, pointing out that allegedly anticompetitive settlement involved stronger compound patent rather than weaker formulation patents), distinguishing Louisiana Wholesale Drug Co. v. Hoechst Marion Roussel, Inc. (In re Cardizem CD Antitrust Litigation), 332 F.3d 896, 902 & n.2 (6th Cir. 2003) (patent was on “dissolution profile” of drug, not basic compound—a feature on which two other patents had issued), and Valley Drug Co. v. Geneva Pharmaceuticals, Inc., 344 F.3d 1294, 1298, 68 U.S.P.Q.2d (BNA) 1658 (11th Cir. 2003), cert. denied 543 U.S. 939 (2004) (basic compound patent had expired, but patentee had obtained “other patents for various crystalline forms of the compound and various methods of using and preparing the compound”) (Citation omitted.) 


�   A formulation patent, of course, can never provide a true extension of the underlying basic or pioneering patent.  Once that patent expires, anyone can make and sell the patented compound, subject to FDA approval.  But the formulation patentee can maintain a semblance of its prior pioneering patent monopoly to the extent it can convince prescribing physicians or the public, by marketing or otherwise, that its patented new formulation has medical or practical benefit.  Often trademarks that the patentee has developed, and which generic follow-on manufacturers cannot use, assist in this limited monopoly “extension.” 


�   The Wall Street Journal’s science columnist, Sharon Begley, has done a superb job reporting on these problems of cutting-edge biotechnological research in nontechnical terms.  See, e.g., Sharon Begley, “Life Events Thwart  Scientists’ Attempts to Draw DNA Profiles,” Wall St. J., July 7, 2006) (reporting research showing strong influence of environmental factors on gene variants hypothesized to “code” for antisocial behavior, and concluding that “[c]ontrary to traditional understanding, genes don’t lead inevitably to traits”); Sharon Begley, “Nature’s Many Quirks Limit the Possibilities of DNA-Based Drugs,” Wall St. J., Nov. 11, 2005 (pointing out that, while “[t]here are only 25,000 or so human genes[, t]here are more than 10 times that many proteins, the workhorses of biochemical reactions[,]” and quoting conclusion of Derek Lowe, medicinal chemist and author of drug-development blog “In the Pipeline,” that “[f]ewer and fewer diseases feel like they can be traced back to one thing wrong with one gene”);  Sharon Begley, “Linking DNA Profiles To Diseases May Not Lead to Prevention,” Wall St. J.  (Nov. 4, 2005) (suggesting possibly disappointing clinical benefits of Haplotype Map—a database of common genetic abnormalities—based on low observed concordances of genetic diseases among genetically identical twins: 50% for schizophrenia, 40% for hypertension, 30% for diabetes, 25% for multiple sclerosis, 20% for breast cancer, and “just under 20%” for stroke and arthritis).


�   The slowness of progress in overcoming cancer and AIDS—despite decades of research costing tens of billions of dollars, plus the successful decoding of the entire human genome—appears to derive from precisely this phenomenon.  We now have a “blueprint” for the biological structure of the human organism, but we are largely unaware of the myriad mechanisms by which the basic elements of that structure (the genes) interact, let alone the proteins, which constitute a yet higher level of complexity.  See note 49 supra.





	A biological system is not like a car or a television set, in which the interactions of the various parts are predetermined by mechanical contact or electrical connections, respectively.  Millions of years of evolution have created numerous nonintuitive or even counterintuitive interactions among “parts” of our biological “machine,” as well as superfluous “parts” that appear to do nothing.  As Sharon Begley noted, “It’s hard to escape the feeling that, when it comes to using genes to predict or target disease, things are way more complicated than anyone thought.”  Sharon Begley, supra note 49, Nov. 11, 2005.  If every discrete discovery on humanity’s bumbling path toward mastery of the astronomical complexity of human biology results in a patent, the legal and business relations required to continue research will become as complex as the organism under study, and research will grind to a halt.


�   See Arti K. Rai, “Fostering Cumulative Innovation in the Biopharmaceutical Industry: The Role of Patents and Antitrust,” 16 Berkeley Tech. L.J. 813, 816-817 & n.11 (2001).


�   For example, the “average” gene (a nonexistent abstraction), contains about 3,000 nucleotide pairs, while the longest yet discovered contains 2.4 million.  See “The Science Behind the Human Genome Project: What We’ve Learned So Far,” � HYPERLINK "http://www.ornl.gov/sci/techresources/Human_Genome/project/info.shtml" ��http://www.ornl.gov/sci/techresources/Human_Genome/project/info.shtml� (visited July 12, 2006).   If we take just the hypothetical “average” gene, it will have 9,000 possible SNPs (because each of the 3,000 “letters” has one “normal” variant and three SNPs, since the genetic “alphabet” has four letters).   The number of possible double nucleotide polymorphisms would be (3000 x 3) x (2,999 x 3) or 80.9 million.  While not all of these mathematical possibilities have biological relevance (many may not exist in nature, and many of those that do might constitute nonviable mutations), these numbers suggest how absurd would be a patent system that permitted a patent on each one.


�   Cf., Rai, supra note 51, 16 Berkeley Tech. L.J. at 831-832, discussed and quoted in notes 57, 62 infra (reporting empirical evidence of adverse effects of transaction costs under current patent system).


�   See Part III infra.


�   My own (admittedly anecdotal) experience suggests that law students’ (and therefore lawyers’ and law professors’) general aversion to numbers, graphs and equations is a worldwide phenomenon.  When I taught patent law and licensing at the Moscow State Institute of International Relations (MGIMO) under a Fulbright grant in 1993, I began with a graphical-economic comparison of competition and monopoly, using the same graphs, charts and equations that I used in the first week of my domestic antitrust course.  After the first day’s lecture, my “audience” dwindled from about 60 students to about 25.  Fearing that my decision to lecture in Russian might have been responsible (students at MGIMO must be fluent in two foreign languages to graduate), I asked a remaining student why he thought so many had departed.  Without hesitation, he answered that the charts, graphs and equations had scared many students away.


�   I do not mean to belittle the growing trend toward empirical research in legal academia.  To the extent that it forces academicians to back up their verbal speculation with hard facts and numbers, it is a vast improvement over the “on the one hand and the other hand” analysis that traditionally has constituted legal scholarship.  But, except for those few who coincidentally have scientific training, lawyers and law professors are not scientists.  It makes as much sense to have them running the show in economic analysis of our patent system as it would to have barbers take over medical research, in the hope of restoring their medieval status.


�   A good example is Professor Rai’s article, supra note 51.  She cites and discusses anecdotal and empirical research suggesting that transaction costs are a serious problem in licensing early-stage patents, especially in the biopharmaceutical industry.  See 16 Berkeley Tech. L.J. at 831-832.  Then, without quantitative analysis or empirical data, she goes on to theorize that transaction costs can be reduced or minimized by making early-stage patents narrow in scope.  See id. at 844:


“If, through the mechanism of a broad patent, power over upstream research is concentrated in one firm, the [innovating] firm will not be able to pursue plural paths unless it licenses its patent to multiple developers.  Transaction costs are likely to impede such coordinated licensing.  Restricting the availability and scope of upstream patents would be more conducive to the pursuit of multiple research paths.”





See also, id. at 835-838.  Her article goes on to suggest that horizontal integration through such means as joint ventures and patent pools can minimize the blocking effect of early-stage patents on further research, as long as antitrust law is applied to moderate the potential anticompetitive effect of the horizontal combinations.  See id. at 844-853.  Nowhere does she explain why such a system would be more efficient, let alone better, than one involving a “commons” for early-stage research devoid of known, present practical applications.  Far less does she explain how relying on the two most complex and arcane fields of law (patents and antitrust)—and the ones in which litigation is notoriously most complex, uncertain, expensive and dilatory—would help reduce “overlegalization” of research and development in the biotechnological industry, or indeed in any other.





	I do not mean in the least to disparage Professor Rai’s article.  Thoughtful, well written, and thorough, it is one of the best of the breed.  It provided a useful resource for me, as multiple citations herein attest.  Yet like most legal and legal-economic scholarship, it relies for its conclusions (tentative though they are) on nothing more than the author’s abstract intuitive sense. It lacks the sense of proportion that comes from quantitative analysis of economic effects.  Although often hard to quantify, those effects must be subject to some understanding of relative proportion (i.e., quantitative comparison) if we are to make progress on intelligent public policy.   Only economists have sufficient training in quantitative methods to do that well.


�   See the text accompanying note 24-28 supra.


�   See note 4 supra.


�   Kimberly A. Moore, private communication to Faculty of University of Akron School of Law, February 23, 2006.


�   See Balsillie, supra note 10 (“While it is not our preference, we’re prepared to implement a software workaround solution to make sure our customers are well served”).


�   See Rai, supra note 51, 16 Berkeley Tech. L.J. at 831-832 (citations and footnotes omitted):





“Peter Ringrose, the head of R&D at Bristol-Myers Squibb recently estimated that there were dozens of projects which the company could not pursue because it was unable to conclude the requisite licensing agreements with  [*832] the upstream patent holders.  More generally, an empirical study conducted in 1997 and 1998 by the National Institutes of Health (‘NIH’) Working Group on Research Tools documented frustration in the biotechnology, pharmaceutical, and academic research sectors with the high transaction costs of licensing negotiations over research tools.”


�   See Iain Cockburn & Rebecca Henderson, “Public-Private Interaction in Pharmaceutical Research,” 93 Proc. Nat’l Acad. Sci. USA 12725, 12726 (1995) (publicly funded research was “critical contributor” to discovery of almost all of twenty-five most important drugs introduced between 1970 and 1995); Francis Narin et al., “The Increasing Linkage Between U.S. Technology and Public Science,” 26 Res. Pol’y 317, 318 (1997) (50 percent of scientific research cited in drug and medicine patents was funded by the U.S. government).


�   See Rai, supra note 51, 16 Berkeley Tech. L.J. at 832-833:





“[I]n recent years, various pharmaceutical companies and other downstream developers have endeavored to defeat property rights in upstream information by paying to place this information (for example, information on gene fragments as well as information on SNPs) in the public domain.  In the mid-1990s, the pharmaceutical company Merck paid Washington University researchers to place gene fragments in the public domain.  More recently, a group of pharmaceutical companies known as the SNP Consortium have been mapping SNPs and placing this genomic information in the public domain on a quarterly basis.  Similarly, several pharmaceutical companies, in conjunction with Affymetrix, a maker of DNA microarrays, are supporting an effort to sequence the mouse genome and place the results in the public domain.  By making upstream research public, downstream developers hope to generate prior art that will, given the novelty and nonobviousness requirements of the patent statute, [*833] thwart the ability of upstream developers to obtain patents on the information.”


�  See Rebecca S. Eisenberg, “Symposium: A Technology Policy Perspective on the NIH Gene Patenting Controversy,” 55 U. Pitt. L. Rev. 633, 633-635 (1994).


�   See Rai, supra note 51, 16 Berkeley Tech. L.J. at 840 (“The new guidelines appear to exclude most upstream research from patentability, unless it has a ‘specific, substantial, and credible utility’”) (footnote omitted), citing  Utility Examination Guidelines, 66 Fed. Reg. 1092, 1098 (Jan. 5, 2001); id., 16 Berkeley Tech. L.J. at 840 n.111 (PTO’s restrictions “appear to have emerged in part because of pressure from the research science community, a significant portion of which continues to resist broad patenting of the most upstream research”).


�   See Brenner v. Manson, 383 U.S. 519, 535-536 (1966), discussed Part III infra (holding that workable process for producing chemical with no known use was unpatentable for lack of utility).  By analogy, a gene segment whose use is unknown, like the process for producing it, should be unpatentable for lack of utility.  See id., 383 U.S. at 535 (noting that uncontested law prevented patenting of product with no known use, and reasoning that similar conclusion should apply to product with no known use of workable process).


�   See notes 49, 50 supra.


�   For anecdotal and empirical evidence that this prediction from the economic theory of bilateral monopoly is accurate, see Rai, supra note 51, at 833-834.  See also Part III infra.


�   See, e.g., FTC Innovation Report, supra note 1, Executive Summary at 6:


“Much of this thicket of overlapping patent rights results from the nature of the 


technology; computer hardware and software contain an incredibly large number of incremental innovations.”


See also, id., Ch. 2 at 26 (The complex nature of [software] technology creates a technology thicket over which a patent thicket develops”). 


�   For a brief review of historical extensions of patent terms by Congress, including extensions of patents already in force, see Eldred v. Ashcroft, 537 U.S. 186, 201-204 (2003).


�   See note 7 supra.


�   See note 8 supra.


�   Robert W. Harris, Conceptual Specificity as a Factor in Determination of Inventorship, 67 J. Pat. & Trademark Off. Soc'y 315, 334 (1985) (quoting Thomas Edison).


�   See Jay Dratler, Jr., Incentives for People: the Forgotten Purpose of the Patent System, 16 Harv. J. Legis. 129, 166-172 (1979) (outlining stages in innovating process in modern research-and-development laboratories).  See also, id. at 168:





“It is no longer true, if it ever was, that innovation consists simply of conception by the inventor, a little work in the home laboratory, and the inventor’s decision to invest.  In modern research and development, the innovative process involves many distinct stages, most of which require the cooperation, if not the active participation, of people performing several different roles.”


�   In an early explanation of the rule requiring diligence (now embodied in Section 102(g)) in reducing an invention to practice, Judge (later, Chief Justice) Taft reasoned as follows:





“[T]he man who first reduces an invention to practice is prima facie the first and true inventor, but that the man who first conceives, and, in a mental sense, first invents, a machine, art, or composition of matter, may date his patentable invention back to the time of its conception, if he connects the conception with its reduction to practice by reasonable diligence on his part, so that they are substantially one continuous act.  The burden is on the second reducer to practice to show the prior conception, and to establish the connection between that conception and his reduction to practice by proof of due diligence.”





Christie v. Seybold, 55 F. 69, 76 (6th Cir. 1893).  Thus, the process of invention is one “continuous act” from conception to reduction to practice, and the one who first starts the process by conceiving a particular invention has priority unless his process is interrupted and another reduces the invention to practice during the period of interruption.


�   See 35 U.S.C. § 102(g) (implicitly defining invention, for purposes of first-to-invent rule, as conception, as long as followed by reasonable diligence in reduction to practice).


�   See, e.g.: Burroughs Wellcome Co. v. Barr Laboratories, Inc., 40 F.3d 1223, 1227-28 (Fed. Cir. 1994) (“conception is the touchstone of inventorship, the completion of the mental part [*1228] of invention”) (citation omitted); Townsend v. Smith, 36 F.2d 292, 295 (Cust. & Pat. App. 1929) (conception is “complete performance of the mental part of the inventive act,” so that all that remains to perfect the invention “belongs to the department of construction, not invention”).  See generally 1 Dratler & McJohn, supra note 35, at § 2.04[3][a] and [b] (discussing conception and reduction to practice, respectively).


�   See Broos v. Barton, 142 F.2d 690, 692 (Cust. & Pat. App. 1944):


“It is so well settled as to require no citation of authority that the filing in the United States of an application for a patent for an invention is a constructive reduction to practice of the invention, and that diligence by the applicant in preparing the application entitles him, in an interference proceeding, to an award of priority if he is the first to conceive the invention, even though his opponent has reduced the invention to practice prior to the applicant’s constructive reduction to practice.”





	See also, e.g.:  Hughes Aircraft Co. v. General Instrument Corp., 374 F. Supp. 1166, 1170-1171, 1179 (D. Del. 1974) (awarding priority to second-to-file where neither party actually reduced invention to practice before filing, but second-to-file showed operable device and first-to-file showed inoperable device and failed to exercise reasonable diligence after second filing); Gould v. Schawlow, 363 F.2d 908, 911 (Cust. & Pat. App. 1966) (both inventors relied on constructive reduction to practice of laser, as working model would have required substantial investment); Blodgett v. Richter, 79 F.2d 922, 924 (Cust. & Pat. App. 1935) (where neither party actually reduced invention to practice, one who first filed patent application was entitled to priority).





	For a discussion of the origins of this doctrine in The Telephone Cases, see Part III infra.


�   See 35 U.S.C. § 103(a).


�   See the text accompanying notes 125-126 and note 126 infra.


�   See note 108 infra.


�   The Telephone Cases, 126 U.S. 1 (1888).


	Together these six consolidated patent cases occupy all of Volume 126 of the United States Reports, but only because that volume reports verbatim all the arguments of counsel and colloquies with the Justices.  The Justices’ opinions, including a petition for rehearing, run only 47 pages.  See id., 126 U.S. at 531-577.


�   See id., 126 U.S. at 576 (Bradley, J., dissenting):


“It is regarded as incredible that so great a discovery should have been made by the plain mechanic, and not by the eminent scientist and inventor.  Yet the proof amounts to demonstration, from the testimony of Mr. Bell himself, and his assistant, Watson, that he never transmitted an intelligible word through an electrical instrument, nor produced any such instrument that would transmit an intelligible word, until after his patent had been issued; whilst, for years before, Drawbaugh had talked through his, so that words and sentences had again and again been distinctly heard.  We do not wish to say a word depreciatory of Mr. Bell.  He was original, if not first.  He preconceived the principle on which the result must be obtained, by that forecast which is acquired from scientific knowledge . . . ; but in this as in the actual production of the thing, he was, according to the great preponderance of the evidence, anticipated by a man of far humbler pretensions.”


�   The petition for rehearing recited the following: (1) that “[s]eventy witnesses heard talk through the Drawbaugh telephones, or were present when others successfully talked through them prior to Bell’s alleged conception[,]” (2) that 149 “witnesses actually saw the instruments, and two hundred and twenty testified to having heard of or seen them prior to” Bell’s conception date; and (3) “[m]any of the witnesses testified to such circumstances, facts, and records corroborative of their evidence as to make it impossible that they could have erred, and either their testimony is true or they committed willful perjury[, but n]o attempt has been made to impeach them.”   Id., 126 U.S. at 578 (petition for rehearing).


	Even the Court’s majority agreed that “the depositions that have been taken in such large numbers to show that Drawbaugh was successful [before Bell], if they contained all the testimony in the case[,] . . . would [make it] more difficult to reach the conclusion that Drawbaugh’s claim was not sustained.”  Id., 126 U.S. at 565 (majority opinion).


�   See 126 U.S. at 576-577 (Bradley, J., dissenting):


“[Drawbaugh] invented the telephone without appreciating the importance and completeness of his invention.  Bell subsequently projected it on the basis of scientific inference, and took out a patent for it.  But, as our laws do [*577]  not award a patent to one who was not the first to make an invention, we think that Bell’s patent is void by the anticipation of Drawbaugh.”


�   See id., 126 U.S. at 551-552.  These facts are taken from allegations in the Bell interests’ complaint, but nothing in the Supreme Court’s opinion suggests that they were false or even contested.


�   See id.


�   The firm prepared to exploit Drawbaugh’s patent rights was formed four years after Bell had been declared inventor of the telephone at the Centennial Exposition in Philadelphia and after he had won interferences with numerous other alleged inventors, including Thomas Edison.  See id., 126 U.S. at 551.


�   See id., 126 U.S. at 567.


�   See id., 126 U.S. at 536 (majority opinion):


“The law does not require that a discoverer or inventor, in order to get a patent for a process, must have succeeded in bringing his art to the highest degree of perfection.  It is enough if he describes his method with sufficient clearness and precision to enable those skilled in the matter to understand what the process is, and if he points out some practicable way of putting it into operation.  This Bell did.” 


�   See id., 126 U.S. at 535-536:


“It is quite true that when Bell applied for his patent he had never actually transmitted telegraphically spoken words so that they could be distinctly heard and understood at the receiving end of his line, but in his specification he did describe accurately and with admirable clearness his process, that is to say, the exact electrical condition that must be created to accomplish his purpose, and he also described, with sufficient precision to enable one of ordinary skill in such matters to make it, a form of apparatus which, if used in the way pointed out, would produce the required effect, receive the words, and carry them to and deliver them at the appointed place.  The particular instrument which he had and which he used in his experiments did not, under the circumstances in which it was tried, reproduce the words spoken, so that they could be clearly understood, but the proof is abundant and of the most convincing character, that other instruments, carefully constructed and made exactly in accordance with the specification, without any additions whatever, have operated [*536]  and will operate successfully.”


�   See id., 126 U.S. at 555-567.  


�   See id., 126 U.S. at 562-656.


�   Bell’s chief contribution was to recognize that the approach taken by previous inventors would not work.  His rivals had tried to reproduce the sounds of speech by turning an electrical current on and off rapidly—sort of a staccato telegraph effect.  Bell recognized that the sounds in speech, rather than turning abruptly on and off like a telegraph, vary continuously in intensity with time in what we now describe as a continuous acoustic wave; he tried to reproduce this effect electronically, but his first attempts were unsuccessful.  See id., 126 U.S. at 544-545.


�   See note 79 supra.  See generally, 1 Dratler & McJohn, supra note 35, at § 2.04[3][b].


�   See The Telephone Cases, supra note 83, 126 U.S. at 576-577 (Bradley, J., dissenting).


�   The fact that Bell completed this process after filing his patent application and indeed after receiving his patent, while legally significant, is economically irrelevant.  As we will see, the problem of bilateral monopoly, which economists did not understand until nearly a century after The Telephone Cases, makes early-stage patenting economically counterproductive, as the Blackberry case forcefully demonstrated.


�   See Hughlett and Benderoff, supra note 7.


�   See 1 Dratler & McJohn, supra note 35, at § 2A.01[1].


�   U.S. Const., art. I, § 1, cl. 8.


�   Jim Balsillie, “Patent Abuse,” Wall St. J. Dec. 19, 2005, at A16.


�   Id.


�   Brenner v. Manson, 383 U.S. 519 (1966).


�   See id., 383 U.S. at 520-521 & n.1.


�   See id., 383 U.S. at 521-522.


�   See id., 383 U.S. at 521-522 (footnote and citation omitted), citing Patent Office’s rejection for lack of utility despite applicant’s “reference to an article in the November 1956 issue of the Journal of Organic Chemistry, . . . which revealed that steroids of a class which included the compound in question were undergoing screening for possible tumor-inhibiting effects in mice, and that a homologue adjacent to [his] steroid had proven effective in that role.”  See also, 383 U.S. at 522 n.3 (quoting technical reference defining “homologous [chemical] series” as “a family of chemically related compounds, the composition of which varies from member to member by CH[2] (one atom of carbon and two atoms of hydrogen) . . . .”) (citation omitted). 


�  See id., 383 U.S. at 532 (footnotes omitted):


“The Patent Office held that, despite the reference to the adjacent homologue, [the applicant’s] papers did not disclose a sufficient likelihood that the steroid yielded by his process would have similar tumor-inhibiting characteristics. Indeed, respondent himself recognized that the presumption that adjacent homologues have the same utility has been challenged in the steroid field because of ‘a greater known unpredictability of compounds in that field.’”


�   See id., 383 U.S. at 533-536.


�   Id., 383 U.S. at 536.


�   Id., 383 U.S. at 534-535 (footnote omitted).


�   See id., 383 U.S. at 538-539 (Harlan, J., dissenting).  He put more emphasis on incentives for basic research:


“To encourage one chemist or research facility to invent and disseminate new processes and products may be vital to progress, although the product or process be without ‘utility’ as the Court defines the term, because that discovery permits someone else to take a further but perhaps less difficult step leading to a commercially useful item.   In my view, our awareness in this age of the importance of achieving and publicizing basic research should lead this Court to resolve uncertainties in its favor and uphold the [patent applicant’s] position in this case.”


Justice Harlan was rather diffident about the disclosure rationale.  See id. at 538 (“The thought that these inventions may be more likely than most to be disclosed even if patents are not allowed may have more force; but while empirical study of the industry might reveal that chemical researchers would behave in this fashion, the abstractly logical choice for them seems to me to maintain secrecy until a product use can be discovered”).


�   See note 63 supra.


�   See id., 383 U.S. at 534 (“how likely is disclosure of a patented process to spur research by others into the uses to which the product may be put?  To the extent that the patentee has power to enforce his patent, there is little incentive for others to undertake a search for uses”).


�   See Rai, supra note 51, 16 Berkeley Tech. L.J. at 839  (“The Brenner case goes too far in its exclusion of virtually all invention with a research use from patentability.  After all, only the ultimate end product in the cumulative biopharmaceutical innovation process is likely to have a specific therapeutic use.  On the other hand, a stance such as the one the PTO hinted at adopting in the late 1990s—that utility can be shown through a credible assertion of any research use— goes too far in the opposite direction”) (footnote omitted).


�   See Alice, supra note 2, 39 Akron L.Rev. at 334-335 (“Despite all that has happened since the adoption of the 1952 Patent Act, Alice [in Wonderland] would see little difference in substance between it and the patent exception in the Statute of Monopolies that she knows so well, although the latter was drafted by the English Parliament nearly four centuries ago”).


�   “An Act concerning Monopolies and Dispensations with penall Lawes and the Forfeyture thereof,” 21 Jam., c.3 (1623), reprinted in 4 Statutes of the Realm 1212 (1810) [hereinafter Statute of Monopolies].  For further discussion of this seminal source of all modern economic law, its close resemblance to the United States’ Sherman Act, and its relevance to modern patent law and policy, see Darcy, supra note 2, at 43 Santa Clara L. Rev. 823-30.


�   Statute of Monopolies, supra note 117, § 6, quoted in relevant part in Darcy, supra note 2, 43 Santa Clara L. Rev. at 827.


�   See 1 Dratler & McJohn, supra note 35, § 2.04[3], esp. [a] – [c].  See also, notes 78, 79 supra.


�   See 35 U.S.C. § 102(g).


�   See Graham v. John Deere Co., 383 U.S. 1, 9 (1966) (noting Thomas Jefferson’s recognition of the difficulty of “drawing a line between the things which are worth to the public the embarrassment of an exclusive patent, and those which are not”), quoting letter from Thomas Jefferson to Isaac McPherson (Aug. 13, 1813), reprinted in 6 Writings of Thomas Jefferson 181 (H.A. Washington ed., New York, John C. Riker 1857).


�   See Patent Act of 1790, ch. 7, 1 Stat. 109, 109-10 (1790) (allowing any two of Secretary of State, Secretary of War, and Attorney General to issue patent if they found “the invention or discovery sufficiently useful and important”) (emphasis added in text).


�   See Graham v. John Deere Co., 383 U.S. 1, 8-10 (1966), quoted in part in note 121 supra.  See also, id., 383 U.S. at 8-9 (describing views of Thomas Jefferson, as principal progenitor of our patent system):





“He rejected a natural-rights theory in [*9] intellectual property rights and clearly recognized the social and economic rationale of the patent system.  The patent monopoly was not designed to secure to the inventor his natural right in his discoveries.  Rather, it was a reward, an inducement, to bring forth new knowledge.  The grant of an exclusive right to an invention was the creation of society—at odds with the inherent free nature of disclosed ideas—and was not to be freely given. Only inventions and discoveries which furthered human knowledge, and were new and useful, justified the special inducement of a limited private monopoly.”


�   By 1793, the statutory description of patentable subject matter had substantially attained its current form, namely,  “any new and useful art, machine, manufacture or composition of matter, or any new or useful improvement [thereof].” Act of Feb. 21, 1793, ch. 11, § 1, 1 Stat. 318, quoted in Diamond v. Diehr, 450 U.S. 175, 182 ((181).  Compare 35 U.S.C. § 101 (present formulation, only changing “art” to “process,” but defining “process” in part as “art” in 35 U.S.C. § 100(b)).


�   Hotchkiss v. Greenwood, 52 U.S. 248, 267 (1851).


�   Patent Act of 1952, ch. 950, § 1, 66 Stat. 792, 798 (July 19, 1952), now codified at 35 U.S.C. § 103(a).


�   Diamond v. Diehr, 450 U.S. 175, 177 (1981).  See also, id. at 192 (“when a claim containing a mathematical formula implements or applies that formula in a structure or process which, when considered as a whole, is performing a function which the patent laws were designed to protect (e. g., transforming or reducing an article to a different state or thing), then the claim satisfies the [subject matter] requirements of § 101”).


�   For a brief description of the legal background, the futile search for administrable limits, and the opening of the floodgates, with citations to authority, see Darcy, supra note 2, 43 Santa Clara L. Rev. at 833-835 & ns.36, 37, 841-842 n.66.


�   See id., at 835-836.


�   See the text at note 74 supra.


�   See Jay Dratler, Jr., Incentives for People: the Forgotten Purpose of the Patent System, 16 Harv. J. Legis. 129, 166-172 (1979), quoted in part in N.75 supra.


�   See Part V infra.  See also Alice, supra note 2, 38 Akron L. Rev. at 330-336 (calling for plenary revision of patent law from economic perspective).  


�   See 35 U.S.C. § 103(a) (“Patentability shall not be negatived by the manner in which an invention was made”).  See also, e.g., Graham v. John Deere Co., 383 U.S. 1, 16 n.8 (1966) (Congress intended patents to be granted for the results of serendipity, arduous experiment, and trial and error); In re Dow Chemical Co., 847 F.2d 469, 472 (Fed. Cir. 1985) (“Most technological advance is the fruit of methodical, persistent investigation”); General Tire & Rubber Co. v. Firestone Tire & Rubber Co., 489 F.2d 1105, 1118 (6th Cir. 1973), cert. denied 417 U.S. 932 (1974) (discovery “made accidentally by a person skilled in the art, while others have been working to find other ways and means to achieve the same general objective,” indicates nonobviousness); Sbicca-Del Mac, Inc. v. Milius Shoe Co., 145 F.2d 389, 394 (8th Cir. 1944) (citing early English and American patent cases that refused to distinguish between laborious research, sudden inspiration, and serendipity).


39 See Graham v. John Deere Co., 383 U.S. 1, 36 (1966).


�   See � HYPERLINK "http://www.ornl.gov/sci/techresources/Human_Genome/publicat/primer/pcr.html" ��http://www.ornl.gov/sci/techresources/Human_Genome/publicat/primer/pcr.html�  (visited July 12, 2006).


�   Access/Excellence at the National Health Museum, � HYPERLINK "http://www.accessexcellence.org/RC/AB/BC/Kary_B_Mullis.html" ��http://www.accessexcellence.org/RC/AB/BC/Kary_B_Mullis.html� (visited July 12, 2006).  For a first-person account by Mullis himself, see Kary B. Mullis, Dancing Naked in the Mind Field, “The Invention of PCR,” at 1-8 (Vintage 2000).


�   See id.


�   Among other things, Mullis’ own account of his conceptual inspiration, after which he pulled to the side of the road and frantically made notes, leaves little doubt of its compulsive and irresistible nature.  See sources cited in note 135 supra.


�   See � HYPERLINK "http://en.wikipedia.org/wiki/PCR#History" ��http://en.wikipedia.org/wiki/PCR#History� (visited July 12, 2006).


�   Accounts on the Web report that Mullis’ employer at the time he conceived PCR (Cetus) received $300 million for rights to the technology, but they do not make clear whether that sum was for a basic conceptual patent, the rights to the hardened enzymes, or both.  See Access/Excellence at the National Health Museum, � HYPERLINK "http://www.accessexcellence.org/RC/AB/BC/Kary_B_Mullis.html" ��http://www.accessexcellence.org/RC/AB/BC/Kary_B_Mullis.html� (visited July 12, 2006).  


�   Mullis’ own account of his conception mentions these three ideas.  See Mullis, supra note 135, at 6-8.


�   See id. at 7.


�   See id. at 8 (“‘Ten years from now they will know me in Zambia,’ I boldly conjectured, ‘and Alice Springs’”).


�   See Diamond v. Charkrabarty, 447 U.S. 303, 309 (1980), citing Parker v. Flook, 437 U.S. 584 (1978), Gottschalk v. Benson, 409 U.S. 63, 67 (1972), Funk Brothers Seed Co. v. Kalo Inoculant Co., 333 U.S. 127, 130 (1948), O’Reilly v. Morse, 15 How. 62, 112-121 (1854), and Le Roy v. Tatham, 14 How. 156, 175 (1853) (internal quotation marks omitted):





“The laws of nature, physical phenomena, and abstract ideas have been held not patentable. . . .  Thus, a new mineral discovered in the earth or a new plant found in the wild is not patentable subject matter.  Likewise, Einstein could not patent his celebrated law that E=mc2; nor could Newton have patented the law of gravity.  Such discoveries are manifestations of . . . nature, free to all men and reserved exclusively to none.”


�   See Mullis, supra note 135, at 2-8.


�   See � HYPERLINK "http://en.wikipedia.org/wiki/PCR#History" ��http://en.wikipedia.org/wiki/PCR#History� (visited July 12, 2006).


�   This example is speculation, but it illustrates the type of technical problems that can occur, and must be solved, in order to translate abstract principles from one field of practical application to another.


�   See note 8 supra.


�   See note 143 supra.  See generally, 1 Dratler & McJohn, supra note 35, § 2.03[1], [2], [3][a].





	The best judicial explanations of the policy rationales for these rules come from the Supreme Court.  See, e.g., Parker v. Flook, 437 U.S. 584, 589 (1978) (“Phenomena of nature, though just discovered, mental processes, and abstract intellectual concepts are not patentable, as they are the basic tools of scientific and technological work”), quoting Gottschalk v. Benson, 409 U.S. 63, 67 (1972); O’Reilly v. Morse, 56 U.S. (15 How.) 62, 113 (1853) (Morse’s broad and abstract Claim 8 to any use of electromagnetism for telecommunication, would “shut[] the door against inventions of other persons, [and would allow the patentee] to avail himself of new discoveries in the properties and powers of electro-magnetism which scientific men might bring to light”).  See also, In re Alappat, 33 F.3d 1526, 1552, 31 U.S.P.Q.2d (BNA) 1545 (Fed. Cir. 1994) (en banc) (majority opinion) (“In enacting patent legislation, Congress is confined to the promotion of the ‘useful arts,’ not ‘science’ (i.e., knowledge) in general. . . . The general purpose of the statutory classes of subject matter is to limit patent protection to the field of applied technology, what the United States Constitution calls ‘the useful arts.’”), quoting 1 Chisum, Patents § 1.01, at 1-5 & n.9 (1993).





	In short, the law limits patents to specific, concrete, applied inventions, lest broader control over natural laws and other abstractions restrict the very tools of discovery and hobble efforts of later scientists and inventors.  Modern economic understanding of the evils of bilateral and multilateral monopolies corroborates the wisdom of this judgment.


�   See the text accompanying Ns.27-40 supra.





	The Federal Circuit’s decision to open the floodgates to abstract software and business-method patents in State Street apparently arose from twenty years of frustration in trying to draw a defensible line between the concrete and the abstract in the field of software.  See Darcy, supra note 2, 43 Santa Clara L. Rev. at 833-835 & n.37.  Yet State Street and its progeny appear to be inconsistent with the narrow acceptance of software-related patents that the Supreme Court gave begrudgingly in Diamond v. Diehr.  See note 127 and accompanying text supra.  For more complete discussion of these points, the history of the Federal Circuit’s efforts at line-drawing, and the underlying policies, see 1 Dratler & McJohn, supra note 35, at § 2.03[1], [3].


�   See Charles Slack, Noble Obsession: Charles Goodyear, Thomas Hancock, and the Race to Unlock the Greatest Industrial Secret of the Nineteenth Century 84-93 (Hyperion 2003).


�   See note 134 supra.


�   See note 21 supra and the text accompanying notes 19-27 supra.


�   The word “process” is highly problematic because, in general, it is highly abstract.  Indeed, its vagueness and abstractness are what seduced the Federal Circuit into opening the floodgates to patents on abstractions like flow charts for computer programs and block diagrams for businesses.  See State Street, supra note 27, 149 F.3d at 1374-1375, quoting In re Iwahashi, 888 F.2d 1370, 1374, 12 U.S.P.Q.2d(BNA) 1908 (Fed. Cir. 1989) (emphasis omitted):





“[E]very step-by-step process, be it electronic or chemical or mechanical, involves an algorithm in the broad sense of the term.  Since § 101 expressly includes processes as a category of inventions which may be patented and § 100(b) further defines the word ‘process’ as meaning ‘process, art or [*1375]  method, . . .’ it follows that it is no ground for holding a claim is directed to nonstatutory subject matter to say it includes or is directed to an algorithm.”


See also, id., 149 F.3d at 1377 (“Claims should not be categorized as methods of doing business. Instead such claims should be treated like any other process claims”), quoting U.S. Patent and Trademark Office, 1996 Examination Guidelines for Computer Related Inventions, 61 Fed. Reg. 7478, 7479 (1996).  Yet, as Professor Thomas has noted, see supra note 11, almost any human activity—including sports, legal argument, and religious services— can be characterized as a “process” and patented if that word is broadly and abstractly construed.


	Therefore, if an economically rational patent system is to recognize “process” patents at all, it must cabin that word within rational economic bounds.  The safest course is to limit the concept to manufacturing processes, i.e., processes for producing a particular product or class of products with known, substantial, and specific utility.  Cf. Brenner v. Manson, discussed in the text accompanying Ns.104-115 supra.  At the very least, an economically rational patent system must abjure patents on computer-program flow charts (which are mathematical abstractions) and especially on business methods.  To allow abstract business methods to be patented is to subvert the four-centuries-old principle, embodied in the Statute of Monopolies, that free competition is the rule in free-market economies and patents a limited exception.  See Darcy, supra note 2, 43 Santa Clara L. Rev. at 823-836 (discussing point in general), 871-880 (discussing business-method patents).  


�   35 U.S.C. § 101 (in part).


�   See Amendment in the Nature of a Substitute to H.R. 2795 offered by Mr. Smith of Texas, § 3, to amend 35 U.S.C. §§ 100-103 and other scattered sections of 35 U.S.C. (Sept. 1, 2005), reprinted at � HYPERLINK "http://www.ipo.org/template.cfm?Section=Patent_Reform1&Template=/TaggedPage/TaggedPageDisplay.cfm&TPLID=196&ContentID=18391&requestTimeout=500" ��http://www.ipo.org/template.cfm?Section=Patent_Reform1&Template=/TaggedPage/TaggedPageDisplay.cfm&TPLID=196&ContentID=18391&requestTimeout=500� (visited July 17, 2005) (hereinafter “H.R. 2795”).


�   See 35 U.S.C. § 102(b).


�   See 1 Dratler & McJohn, supra note 35, at § 2.04[2][a].


�   See 35 U.S.C. §§ 154(b), 155A, 156, discussed in 1 Dratler & McJohn, supra note 35, at  § 2A.02[2], [3].


�   See Part V infra.


�   See note 24 supra.


�   See Darcy, supra note 2, 43 Santa Clara L. Rev. at 882-883.


�   See Alice, supra note 2, 38 Akron L. Rev. at 324-25.   


�   See the text accompanying notes 19-27 supra and note 21 supra.


�   See Graham v. John Deere Co., 383 U.S. 1, 17-18 (1966):





“Such secondary considerations as commercial success, long felt but unsolved needs, failure of others, etc., might be utilized to give light to the circumstances surrounding the origin of the subject matter sought to be patented.  As indicia of obviousness or nonobviousness, these inquiries may have relevancy.”


See also, Stratoflex Corp. v. Aeroquip Corp., 713 F.2d 1530, 1538-39 (Fed. Cir. 1983) (changing name of factors from “secondary considerations” to “objective factors” and holding that they must be considered where present).  See generally, 1 Dratler & McJohn, supra note 35, at § 2.06[2] (mentioning additional objective factors and discussing their history in the courts).


�   See Medtronic, Inc. v. Intermedics, Inc., 799 F.2d 734, 739 n.13 (Fed. Cir. 1986) (“Though the absence of objective evidence is a neutral factor, if present it ‘may often establish that an invention appearing to have been obvious in light of the prior art was not.’”) (emphasis added) (quoting Stratoflex, supra note 162, 713 F.2d at 1538); Gentry Gallery v. Berkline Corp., 134 F.3d 1473, 1478 (Fed. Cir. 1998) (citing Medtronic, supra, 799 F.2d at 739 & n.13); Custom Accessories, Inc. v. Jeffrey-Allan Indus., Inc., 807 F.2d 955, 960 (Fed. Cir. 1986) (relying on Medtronic, supra, 799 F.2d at 739 & n.13).





	As a result of these decisions, objective factors in the Federal Circuit work like a one-way valve: where present they support a finding of nonobviousness and therefore patentability, but their absence never helps invalidate a patent.  See Darcy, supra note 2, 43 Santa Clara L. Rev. at 886-87. 


� Folsom v. Marsh, 9 F. Cas. 342, 344 (C.C.D. Mass. 1841) (No. 4901) (Story, J.) (“Patents and copyrights approach nearer than any other class of cases belonging to forensic discussions, to what may be called the metaphysics of the law, where the distinctions are, or at least may be very subtle and refined, and sometimes, almost evanescent”).


�   See, Darcy, supra note 2, 43 Santa Clara L. Rev. at 884-885 (discussing Federal Circuit’s test requiring a “suggestion” or “motivation” to combine two or more separate references in order to invalidate a patent).


�   See Alice, supra note 2, 38 Akron L. Rev. at 330-36.


�   See note 13 supra.


�   Our common-law system is well adapted to the philosophy of kai-zen, for it develops wisdom gradually, on a case-by-case basis.  Unlike predictive statutory prescriptions, it does not get ahead of itself while attempting to handle explosive advances in science, technology, and business.  I have already written on this subject in the field of copyright, focusing on the federal common law of secondary liability.  See Jay Dratler, Jr., Common-Sense (Federal) Common Law Adrift in a Statutory Sea, or why Grokster was a Unanimous Decision, 22 Santa Clara Comp. & High Tech. L.J. 413, 421-435 (discussing advantages of common-law approach), 445-454 (discussing relative disadvantages of statutory approach that tries vainly to predict and accommodate explosive change in business and technology) (2006).   I have also made similar observations with regard to antitrust law—a field of law that can be characterized as a federal-common-law response (at the Supreme Court’s level) to ongoing developments in economic science.  See Jay Dratler, Jr., Licensing of Intellectual Property, § 5.02[1], esp. [c] (Law Journal Press 1994 & Supps.) (explaining frequent reversals in antitrust doctrine as result of common-law development, in response to evolution of economic science).





	Given the obsolescence of much of our patent law and the accelerating pace of progress in science and technology, our next patent statute might well take a more “common law” approach, prescribing only basic, general economic principles and letting the courts adapt them intelligently and gradually to changing circumstances.  Our present statute, however, is both far too prescriptive and far too distant from economic optimality to be set right without plenary reform.





