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Stephen Hawking: "I think the next century will be the century of complexity."
 

During the twentieth century, telecommunications regulation took the form of rules addressed to the owners of proprietary networks.  In particular, regulators attempted to ensure that bottleneck telephone service providers were unable to charge excessive prices or otherwise unduly discriminate against potential competitors. The goal of these regulatory efforts was to increase industry competition and thus overall economic productivity.  Now that telephony and cable communications (and even broadcast) are merging with internet communications, the goals of telecommunications regulation need to be reexamined as legislators prepare to rewrite the 1996 Telecommunications Act.
There is broad agreement that the 1996 Act was a failure.  Competitive local telephone companies say that the Act made it too easy for incumbents to litigate over the details of unbundling of the network elements needed for competitors to offer services.  The incumbents say that the Act forces them to labor under unfair conditions that stifle their ability to install new highspeed networks.  They complain that cable providers have gotten a better deal with respect to local franchise arrangements.  They argue that they should not be so heavily taxed with universal service obligations.  They contend that they will need complete control over their broadband networks in order to have adequate incentives to maintain and update them.  Finally, both telephone and cable services providing access to the internet were left uncategorized by the Act, prompting a decade of litigation over precisely what regulatory category should apply to them.

These arguments all relate to the telecommunications-industry-centric focus of telecommunications law.  Telecommunications policy, on this view, is fundamentally about setting the economic conditions under which telecommunications providers will operate, by providing a balance of incentives that will encourage these companies to carry out several, sometimes-conflicting, policy goals:  providing universal service, operating efficiently (and perhaps in a vertically integrated way), opening bottleneck services to competitors who will not as a practical matter be able to build their own networks, avoiding regulatory gamesmanship by creating a level playing field as between competing communications modalities, and accelerating the deployment of advanced services.  There is broad agreement that these were the goals of the 1996 Act, and, again, broad agreement that the Act now needs to be reformulated.

But these arguments seem to miss the point.  The reality is that all of these telecommunications services are being subsumed into the internet.  Already, online voice services are substitutable for traditional telephone services.  Online video services are substitutable for television.  Online content is substitutable for cable content.  We have been talking about convergence for years, and now it is finally, slowly, happening.  
In the U.S., both telecom companies and user advocates are unhappy with the current state of communications policy.  Prices for services seem high, and broadband penetration is low.  Nevertheless, telecom companies are having trouble attracting investment and claim their broadband services need protection from common carrier regulation in order to thrive.  Both sides continue to focus on industry-centric approaches to these policy issues:  how much price-control leverage should government have over telecommunications carriers, how much freedom should telecommunications carriers have to price-discriminate, how much subsidization of telecommunications companies is necessary, and which entities should be forced to pay for universal service for rural areas, among many other questions.  The problem is that it is impossible to come up with reliable empirical answers to any of these questions.  We cannot tell in advance which solutions will serve the U.S. economy better, or what we will necessarily be giving up by choosing one direction over another.  

This Article suggests that the industry-centric lense currently used for communications policy is wholly inadequate to the challenges ahead.  Since its beginning, communications law in the U.S. has had as a stated purpose the encouragement of communications between Americans and the world so as to encourage productivity.  Legislative encouragement of the development of the internet through common carriage requirements for dial-up service and liability protection for online service providers has provided important assistance to online communications, and a constant background against which innovation in these communications has occurred.  As the internet continues to evolve ever more quickly, communication law’s role in setting the conditions for communication should come to the foreground.  Communications policy will need to focus primary attention on the encouragement of communications in addition to continuing its work with network providers as more barriers between networks fall, and as more communications go online.  Communications law should focus on the value and health of human communications, not only on communications companies.  Communication law’s absorption with the economic conditions of carriers is not wrong.  But it is only one part of the role of this body of law.  How should legislators, regulators, and the courts best approach online communications?

The internet, unlike the traditional telephone network or cable system, is a complex adaptive system (like the weather or the economy) in which micro-level interactions lead to the emergence of macro-level patterns.  It is evolving quickly, and is creating wealth in the form of order measured against a fitness landscape created by human attention.  For the internet to remain far from equilibrium and yet continue to produce this persistent wealth, it must neither be too random nor too rigid.  The goals of telecommunications regulation should therefore be to address sources of communications that are likely to make the internet as a whole too random and sources of control that are likely to make the internet as a whole too rigid.  How can we measure the value and health of human communications online?  The science of complex adaptive systems can help us do that.  If things are getting too random or too rigid at any one layer of the internet, this will have implications for the other layers – and most particularly (even if indirectly) for the human, semantic communications layer itself.  Enhancing the value and health of communications themselves should be the object of communications regulation.
Changing the lense of telecommunications regulation in this manner will assist in evaluating policies that affect communications online.  As a descriptive matter, policymakers taking this perspective will be confident that they are serving the core idea that has animated traditional telecommunications regulation from the beginning:  enhancing productivity.  As a normative matter, the United States will be able to reclaim its position of leadership in the encouragement of online innovation.  We were, once, the country that gave the internet its start.  We once understood that new things were going to emerge online without anyone being in charge.  This approach to online communication remains salient.  Although there may be sharp disagreement about what precise governmental steps should be taken, recognizing that the internet is itself a complex system that is different from what telecommunications lawyers have dealt with in the past -- and that encouraging communications should be the primary subject of communications law -- should help us regain our footing.
This Article has four parts.  The first part describes the productivity-increasing values underlying telecommunications law, and their expression at three pivotal moments in telecommunications law history:  the breakup of the Bell System, the emergence of the internet, and the enactment of the 1996 Act.  Because the 1996 Act did not explicitly deal with the internet, we are now facing another key moment in telecommunications law: rewriting the Act to take internet communications into account.  To date, scholars have not adequately appreciated this productivity-increasing aim of communications law in terms of its focus on communications as well as on communications companies. Our shared inquiry should be how best to serve the identified “increasing productivity” value in this different context.  
The second part turns towards a description of the internet as a complex adaptive system – not just like such a system, but itself such a system – by describing autonomous human interactions online that lead to persistent order against a fitness landscape of human attention. The peer production element of this overall description has been eloquently described and assessed by Yochai Benkler and others, but there are many other parts of this description that are not as dependent on human efforts to be traditionally creative.  Instead, humans interact to play, chat, buy, and learn – the activities of the “situated user” described by Julie Cohen.  These human interactions, together with peer production activities, are leading to the creation of wealth in the form of persistent order against a background of human attention.  
What do I mean by “a background of human attention”?  Well, what would it mean to focus on communications in addition to communications companies?  We would need to assess the health and value of these communications somehow, and the clearest and most available measurement is our own attention.  Digital technologies make it very easy for attention-getters to know whether they are getting the attention they seek – many bloggers check their statistics frequently for just this reason.  Attention provides the energy, currency, and fitness metric for the online world.

Understanding internet communications as a complex adaptive system gives us access to a key set of tools from the extensive literature on these systems.  These tools will assist us in evaluating policies that affect this wealth of order.  By contrast, telecommunications law scholarship to date has focused almost exclusively on the economic effects on the telecommunications industry of choosing one ruleset or another at key moments in telecom history.  My suggested analytic move is to adjust the lense so that we look out at the internet itself in addition to exclusively towards the companies that provide internet infrastructure services. 
The third part suggests a set of actions that could be taken by courts and lawmakers that emerge from understanding how the regulation of a complex adaptive system will affect human semantic communications.  If enhancing the value of human communications is the object of regulation, we may be able to serve that goal independently of the specifics of the lawful content involved.  We will need to think hard about which layer of the protocol stack is implicated, and how that layer relates to the human semantic communication layer – the key layer for humans.  I initially suggest that policymakers should grapple with the extremes – actions by network providers that will unduly increase the rigidity of online communications (e.g., turning the communicative layer into a broadcast system), or undermine unduly the naturally-generated persistence and order of these communications (e.g., allowing known sources of spam and viruses to destroy communications)  – while largely leaving the rest alone.
I.  Telecommunications Law and Value
A.  Industry-centrism

Telecommunications law scholarship has traditionally been focused on the conflicts between incumbents and new entrants, and the role of government in facilitating or blocking various actions these players would like to take.  The central problem for telecommunications law theorists is the role of the “last mile” or “local loop” connection between an incumbent’s central office and the home of a consumer (or a local business).  From the perspective of the incumbent, the purpose of telecommunications law is primarily economic.  The incumbent claims that the law exists to provide incentives for network builders to produce networks for public use.  Thus, control over the local loop by the incumbent is necessary to provide these incentives.  From the perspective of the new entrant, the purpose of telecommunications law is also primarily economic.  The new entrant will premise the existence of telecommunications law on market failure, and claim that the law exists to provide assistance to competitors to compete with the incumbents.
Taking these economic incentive theories as a given, scholars have gone on to favor one or the other of these two camps.  Some will emphasize the importance of assigning property rights to owners of telecommunications facilities, so as to make transferability and market-creation easier.
 The appropriateness of vertical integration by incumbents is a frequent subject of interest.
  Some emphasize the importance of creating competition for services provided by incumbents by governmental support for the development of new modes of communication services.
 A few have focused on using telecommunications law to support innovation by new entrants at higher (non-transport) layers of the protocol stack.
  
This scholarship grapples with a very familiar set of back-and-forth interactions between incumbents with some amount of control over essential facilities and new market entrants that need to use platforms controlled by these incumbents (or need to find support for competing platforms that are too expensive for the new entrants to build).  The role of telecommunications law in mediating traditional economic relationships between incumbents and new entrants is constantly in the foreground.  These theories are industry-centric, and it is true that telecommunications law itself is explicitly industry-centric in many ways.  But there is also a focus on communications productivity that is important (if primarily implicit) in telecommunications law.
As set forth in detail below, this focus on communications productivity can be perceived in the structure and purpose of the 1996 Act and in the steps taken with respect to protecting the young internet.  But the relationship between this telecommunications-value-enhancing purpose and the protection of industry incentives is indirect and difficult to explain.  Both of these purposes are part of telecommunications law, but so far we have been spending most of our time on assessing the carefully-staged and extremely expensive battles between incumbents and new entrants. 
It is not that scholars haven’t noticed the “communications” purpose behind telecommunications law.  Indeed, some have focused on using telecommunications law to provide incentives to support free expression and the creation of culture.
  But questions about how to regulate the industry that provides telecommunications services remain in the foreground, crowding out most discussions of the communications goals behind telecommunications law. This article is aimed at bringing implicit communications productivity concerns into the foreground, in order to provide a richer story about what telecommunications law is doing and why.
B.  The Communications Purpose of Communications Law
Telecommunications law certainly does attempt to manage relationships between incumbents and new market entrants.   This incumbent/new entrant axis is a familiar story, and is the subject of many economic arguments by scholars.  This body of law also, however, attempts to enhance the productivity of communications among people – in part as an indirect output of the incumbent/new entrant work it accomplishes, and in part as an implicit background assumption of the structure of telecommunications law.  This section reveals this second purpose of telecommunications law through an examination of current elements of this body of law.
From the start, communications regulation in the U.S. has been sector-specific and derivative of existing regimes – rules for railway common carriers became rules for telephony common carriers (requiring tariffed services, interconnection, and nondiscrimination obligations); rules for radio were applied to television broadcast (requiring frequency management and licensing); and rules for cable were invented so as to avoid both common carriage and radio precedents (and to recognize the reality that most cable services were intrastate, and thus under state regulatory control).  All of these silos have been treated differently.  

 1.  The 1934 Act
Congress enacted the 1934 Federal Communications Act, which the 1996 Act amends, pursuant to its authority under the Commerce Clause of the United States Constitution.
 The general purpose of the Act was to "make available ... to all the people of the United States, a rapid, efficient, nationwide, and worldwide wire and communication service with adequate facilities at reasonable charges."
  Adoption of the 1934 Act was prompted by concerns over uncontrolled radio spectrum interference,
 concern that the Interstate Commerce Commission was neglecting its telecommunications responsibilities, and the desire to create a unitary communications commission.
  The United States reacted to the 1932 formation of the International Telecommunications Union by deciding that “to represent American interests effectively in the international arena, the United States needed a single agency to make consistent regulatory policy for communications.”
  The statute served the interests of commercial broadcasting interests by not reserving spectrum for nonprofit broadcasters, which in turn served the interests of government officials who had need of radio time to promote themselves.
  
The 1934 Act was passed at a time when the telephony industry in particular was not subject to competitive forces.
  The ideas behind the 1934 Act included keeping AT&T from imposing excessive prices for its services and avoiding discrimination in its provision of services, provided interconnection services and otherwise acted like a common carrier.
  The Act cobbled together language borrowed from the Interstate Commerce Act, the Mann-Elkins Act of 1910, the Radio Act of 1927, and several other statutes.
  The radio provisions were simply tacked on to very different common carriage provisions that had been taken wholesale from the railroad regulatory scheme.
 Common carriage was a primary focus of the 1934 Act, which took from railroad regulation the idea that monopoly power plus a vital public service required price and service regulation.
 All of these different regulatory schemes were made subject to the FCC’s “public interest, convenience, and necessity” yardstick.
  That standard in turn had come from public utility regulation, and was (and is) understood to appeal to “some notion of public welfare as the basis for regulatory action.”
  Ensuring that the public welfare was served by telecommunications regulation was a central interest behind the 1934 Act.
Following the 1934 Act, three key developments kept the new FCC focused on public productivity.  First, subjecting AT&T services to common carriage regulation did not keep the telephony behemoth from attempting to use its position to ensure it provided all possible telephone services:  local service, long distance services, and the manufacture of telephones. To ensure its control over the telephone hardware market, AT&T blocked attachment of "foreign" devices to its network even though they caused no harm to the network.
 The FCC later decided to allow non-AT&T equipment to be used in the network, subject to its meeting certification requirements.
  Second, in order to subsidize local telephone service so as to be able to keep local telephone costs low, AT&T charged more for long distance service and made strenuous efforts to keep competitors out of the long distance market. (Competition for long distance service would have meant, inevitably, lower prices.)  Subsequent antitrust litigation forced AT&T to divest its Bell local operating companies and forced those local incumbents to stay out of the provision of long distance service.
  This separation of  competitive long distance services from monopoly local exchange services was driven by "skepticism that regulatory authorities could otherwise stop an integrated monopoly from engaging in predatory conduct (such as discriminatory interconnection) in adjacent markets.”
  Third, the birth of cable television, cell phones, and the Internet encouraged the FCC to continually adjust its view of its powers, using the classifications that had been gradually added to the 1934 Act as pigeonholes for new services.
 
  2.  The 1996 Act

The 1996 Act was an attempt to rationalize many of the issues listed above and to open up competition.  It permitted the Bell Operating Companies to provide long distance service if they allowed other companies to use their lines to compete for customers – effectively requiring sharing among rivals.
  The overall idea was to “provide for a pro-competitive, de-regulatory national policy framework designed to accelerate rapidly private sector deployment of advanced telecommunications and information technologies and services to all Americans by opening all telecommunications markets to competition.”
  Because there have been enormous disputes and litigation over what rates an incumbent should be able to charge for use of its equipment, the interconnection/unbundling regime prescribed by the 1996 has failed.
 Meanwhile, competitive (non-incumbent) local exchange telephone companies are going out of business, as are internet service providers, and broadcast networks are experiencing difficulties.  The telecommunications market crash in 2000 has prompted great consolidation in the telecommunications industry.
  
  3.  The Coming of the Internet

Although not dealt with by the 1996 Act,
 the arrival of the internet is the transformative event of our time.  The legislative background against which this arrival occurred has turned out to be very important to the internet’s success in the U.S. – almost inadvertently, we have provided an appropriate substrate that has allowed it to thrive.
Government funding of and support for DARPA internetworking activities made the internet possible, of course, and the adoption of the TCP/IP suite by NSFNet made the particular edge-to-edge elements of these protocols central to the internet’s development.
  Special-purpose “internet” regulation has been rare in this country, with exceptions for sinful activities (pornography and child molestation) and largely ineffective efforts to wipe out spam and spyware.
  General purpose common-carriage treatment of local telephone service, with its requirement of nondiscrimination as to content, gave dial-up internet use a tremendous boost.
  Telephone companies simply weren’t allowed to act as gatekeepers for internet activities, and by the time higher-speed (Digital Subscriber Line, or DSL) connections became prevalent in this country users were accustomed to being “online” but not under the control of (or within) “walled garden” proprietary services.  Section 230, that treasured survivor of the CDA, specifically ensured that common carriage treatment (tariffed services, required interconnection, nondiscrimination) would not be applied to online applications, but rather would apply only to the domain of transport:

(a) FINDINGS.  The Congress finds the following: (1) The rapidly developing array of Internet and other interactive computer services available to individual Americans represent an extraordinary advance in the availability of educational and informational resources to our citizens. . . . (4) The Internet and other interactive computer services have flourished, to the benefit of all Americans, with a minimum of government regulation. . . . (b) POLICY.  It is the policy of the United States . . . (2) to preserve the vibrant and competitive free market that presently exists for the Internet and other interactive computer services, unfettered by Federal or State regulation . . . .
 
This notion that all Americans were benefiting from the flourishing of the internet now sounds almost quaint.  There is so much talk these days about cracking down on internet services, so much concern about terrorism and security risks and viruses, that even to assert that the internet should be “unfettered by Federal or State regulation” seems heretical.  But for the time, and still today, this legislative attitude promoted extensive growth and change that is widely viewed as beneficial.
Notice that the benefit of the Internet is not said by Section 230 to be (solely) economic.  Rather, the “educational and informational” resources made available online are called out as vital and extraordinary.
  Value creation, thus, can include the creation of social goods that are not necessarily for sale.
  4.  Social Goals

John Nakahata and many others have made clear that neither the 1934 Act nor the 1996 amendments to that act were animated by a single policy goal.  Rather, many goals were served by one or both acts, including:  limiting market power through rate regulation, requiring interconnection, limiting non-rate-related abuses by telecommunications providers, promoting diversity and localism, and supporting universal service.
 The meta-goal of communications regulation is to serve public welfare, and thus public productivity.
  Encouraging longterm value creation is something we used to do with traditional economic regulatory tools.  The idea was that in the absence of a magically competitive market, we would use these tools of subsidy and rate-regulation to create idealized forms of competition.  Section 230 is an example of a different legislative approach, one designed to enable marketplaces in already-competitive fields.  Section 230 reveals the value-creation core of telecommunications law -- deregulation (or avoiding regulation) was not the goal of Section 230, but merely a means to reach the desired end of value-creation.  And we have seen explosive, almost inexplicable, growth in online value, as Part II explains. Why has this happened?
II.  Internet as a Complex Adaptive System
Platforms treated separately under the existing telecommunications statute (telephone, cable, television) are providing identical services.
  Continuing to regulate by silo seems both intellectually and practically incoherent.  A from-the-bottom, blank-slate rewrite of telecommunications law is called for.  If a complete rewrite of the Telecommunications Act is called for, and if that rewrite includes explicit regulatory recognition of the internet, how should we approach this task?  This Part describes how the internet is a complex adaptive system.  We should turn our eyes to the internet itself – look outward -- in addition to focusing on the characteristics of the telecommunications companies that provide infrastructure for it (looking inward).  Because the internet is such a system, classical equilibrium economics will not help us understand it and regulate it.  Indeed, such tools are likely to be more destructive than helpful to our ultimate productivity-enhancing, value-creation goals.  My first task is to convince you that the internet is evolving and creating order.
The study of complex systems provides a cross-disciplinary lense for looking at the world.
  Since the mid-1980s, scholars affiliated with or inspired by the Santa Fe Institute have worked to identify deep themes that characterize complex systems.  Systems in the past were studied separately.  Biologists thought that if they found the perfect genome map they would understand biology.  Physicists thought they had unified theories (but the theories didn’t seem to help explain the world around us).  Economists have for years studied the problem of optimization, but again their theories don’t explain actual events in the world and are based on extensive assumptions about how people will act.  Legal scholars have for years assumed that institutions plus people “are” law.  But understanding how parts of a system give rise to patterns of collective behavior illuminates all of these disciplines.  Indeed, looking at a system as a whole can have enormous payoffs.  It would be rewarding if we could use the dynamics of the system to generate or even design desired legal structures.  Even if we can’t do that, however, we can use an understanding of complexity to help us explain and describe systems, to understand how interactions within them are contributing to the creation of order, and to assess how we should react to them from the outside.  The system I want to examine is the internet.
A.  CAS Basics

A complex system is anything that (1) consists of a set of parts that have many interactions and (2) is open (in the sense that it exchanges resources with its environment).  The broadest and simplest definition of a complex system is that it is a system for which the number of possible states of the system is less than the product of the states of its parts.  This means that its elements are not completely independent.  The number of a complex system’s possible states must also be greater than the number of the states of its parts.  This means that the parts must not act completely interdependently.  This broad and simple definition encompasses almost everything.  The weather, the economy, each organism, the brain – all of these are complex systems.  

The behavior of complex systems is very difficult to predict because it is nonlinear.
  By nonlinear, I mean that changing one or two ways that the particular elements of a complex system (its “agents”) interact or changing one or two attributes or initial conditions of the system (in other words, changing the “parameters” of the system) can greatly affect the behavior of the entire system in unpredictable ways.  This happens because these agents interact with one another through “feedback loops” – connections that allow communication of the agent’s happiness/unhappiness with its local environment.  Feedback can have the effect of amplifying particular patterns enormously (or dampening them).  Thus, two systems with very similar initial states may develop along completely different trajectories.  Because of all of this interconnection and feedback-provision, complex systems inherently cannot be reduced to component parts for study.  Reductionism is rejected by complex systems.

But this nonlinear behavior is anything but random.  For the last twenty years, at least, we have known that the interactions of autonomous agents in an open system (even very simple interactions) will create persistent patterns -- order.  These patterns are “emergent”; they are not subject to commands from on high, but instead result from the actions of many different autonomous actors.  They arise endogenously from the interactions of agents within a complex system.  We know that complex systems self-organize.  Even if they start off in a random state, they will evolve toward order (thus the term “complex adaptive systems).
 It’s not that each agent is seeking order, but that when large numbers of components are loosely connected by positive feedback loops, some choices will amplify and crowd others out.  This means that groups of components will form self-reinforcing feedback activities that will be perceived as collective behavior. Order is an emergent property of these individual interactions.

These patterns are not necessarily “optimal” as we have traditionally understood that term, but are instead “fit” for the particular landscape or environment that is in place at that particular moment.
  Each agent’s fitness is in turn dependent on choices that other agents make, so each agent’s landscape (and the pattern of order created) is constantly shifting.  Thus, fitness it itself a dynamical variable – its definition depends on what the agents want at any particular time and at any particular location.  Over time, fitness metrics continue to change as agents continue to interact and feed back their reactions.    
Each agent within a complex adaptive system is assumed to have its own cognitive structure.  Thus, as each agent is looking around at its local environment, it will make decisions that in turn affect other agents to which it is connected.  (In order to evolve successfully, a system’s agents can’t be completely connected.  Complete connection – a lattice connecting everyone to everyone else – makes for a very fragile system, because one change will affect everyone.  But agents do have to be sufficiently connected to a subset of agents within the system so that their behaviors affect one another.)   
Complex adaptive systems evolve because they are open enough to take in energy flows from their environments that agents can use in self-organizing.  (Consider that it takes energy for you to arrange a pile of books in a useful order.)  Now, this may seem paradoxical to you because you know that the second law of thermodynamics says that systems tend towards entropy – complete disorder and equilibrium.  To be in an equilibrium system would be like floating in a featureless pool, where there is no up or down or change at any time.  But this won’t happen to complex systems because the constant influx of energy they experience as open systems keeps them far from equilibrium (like a boiling pot of water).  They are “dissipative structures,” using energy to keep themselves generating order.  As long as there are enough loosely-interacting components involved in an open system, and as long as energy flows across the boundaries of that system, patterns (order) will emerge.
A complex adaptive system evolves by going through an incremental process of change that leads to large changes over time.  Change will accumulate because of selection (survival because of fitness against a background) plus amplification (crowding out due to fitness).  
Thus, in a CAS, interactions of autonomous agents within an open system, and the adaptive behavior of those agents, produce nonlinear, unpredictable emergent patterns that are persistent.  Energy flows into the system keep it from becoming static and allow it to fight the second law of thermodynamics by creating order. (If you remove that energy flow, the system will come to a state of equilibrium because entropy will take over.)  Some CAS, like rain forests, are biological.  Others, like the economy, are social.  An organism is a complex system, because its emergent whole is greater than the sum of its parts.  
Now, what about the internet?  The internet is made up of a series of layers. The hardware (computers and now cell phones and PDAs) is now widely distributed and continuously updated. The wires (and wireless links) are in place. Protocols (TCP/IP) allow the machines to use those links  to route and reassemble packets of data.  The application layer is thriving, thanks in part to the open source movement. Users are constantly adding to the content layer, by posting to blogs, editing wikis, participating in email lists, and holding garage sales on eBay. Engineers and entrepreneurs and people just like you are now beginning to build a new layer on top of this internet protocol stack – a social layer that connects people and links them into increasingly interesting and stable relationships. 

This social layer of the internet certainly constitutes a complex adaptive system.  Each person is an autonomous “agent,” with its own cognitive structure and ability to perceive its local environment.  Each agent has a local environment of online interactions that is visible to that agent.  Because we’re human, we agents are particularly good at pattern recognition and inductive reasoning; we can see gaps between our current state and the state in which we’d like to be, and we’re used to “if-then” rules.
  The environment we’re in (online, in this case) tells us whether we’re succeeding or not when we make decisions designed to move us closer to our goals.  (We collect information from our environment, process it, make decisions about our next actions, and then find out from that environment how we did.)  Most agents interact with several other agents, and the actions of most agents affect the actions of some other agents.  But we are not, as agents, completely interconnected in a tight lattice with everyone else.  The choices of each of us are implemented through our attention patterns.  When we pay attention to a particular site or person, that site or person “knows” (either passively or actively) and the agents we affect know too.  For example, if you recommend a particular site to a friend, that friend’s (that “agent’s”) action is affected – he or she goes to the site.  Your visits and your friend’s visits to that site constitute positive feedback.  Recommendations amplify and spread, and that site becomes more and more popular; it may then be replicated (electronic evolutionary success) or become better funded.  The social layer of the internet is certainly an open system, and the energy that crosses its boundaries is made up of human interactions.  The number of those total interactions is finite.  All humans can do only so much.
Electronic evolution “discovers” through trial and error online patterns that are useful to humans. These patterns are tried out by us (by all of us) and those that are successful in retaining our attention are held onto, replicated, and built upon.  Patterns of usage become order.  Those that we don’t pay attention to are effectively discarded.  Competition for our attention drives the emergence of even greater structure as time goes on and electronic evolution continues. Thus, the “fitness landscape” for the social layer of the internet is nothing more than attention.  The overall environment for the internet is made up of all the people (and, yes, machines) that connect with it.  Their aggregated choices drive evolution, without anyone being in charge, and make for a system that is capable of many different states.
This may seem troubling to you.  After all, this is a description of human actions.  We are supposed to be both creative and rational.  Aren’t we in control of what happens online?  We are and we aren’t.  Our minds and creativity help shape the algorithm – which chooses based on our collective attention – but the algorithm isn’t responsive to any one group or person and isn’t the same thing as human creativity and intentionality.  The internet that we interact with is made up of individual actions of people to which  constant differentiation (creation of different modes or designs or activities), selection according to attention, and amplification (scaling up of successful modes or designs or activities) is applied; as a result, order emerges (evolves) automatically.  
How useful is this “order”?  It is in fact a form of wealth.

1.  Order and Wealth

We know that closed systems (not subject to waves of energy) will eventually sink into disorder – high-entropy states.  We also know that if you put energy into an open system, you can create local low-entropy (highly ordered) areas.  This means that every being, every creature, and every ordered regime requires energy in order to continue to maintain its order.  At the moment of total decay, energy flowing out of that being/creature/regime exceeds energy coming in – everything is returned to entropy.  
Organisms can only sustain their highly organized states because they are subject to constant energy flows that are greater than the quantum of energy flowing out.  These flows fuel the processes of metabolism, repair and replication
 – the feedback loops that allow complex systems to persist notwithstanding the second law of thermodynamics. Complex systems stay “far from equilibrium” because they don’t naturally cool or disintegrate, as long as the energy provided by their metabolisms flows through them. 
The economy is another complex adaptive system that takes disorder (high entropy) and transforms it into order.
  As Eric Beinhocker
 and others have made clear, this is not a metaphorical statement.  Economic systems exist in the real world and have to obey the same laws of entropy that everything else does.  The transactions that go into the creation of products and services of economic value can’t be undone without an expenditure of energy – thus, they are irreversible.  Economic transactions lower entropy.  They create a lower-probability configuration of the world.  Thus, all wealth is created by thermodynamically irreversible, entropy-lowering processes. The order created by this evolutionary activity fits the landscape against which it is measured – in the case of the economy, human preferences. This “fit order” has value to us as human beings, and we will bargain for it – in a sense, fit order is wealth.
  

This view of the economy as a complex adaptive system is in sharp contrast to the lessons of traditional economics, which suggest that the economy is predictable if humans can act intelligently enough and have enough information (“perfect rationality”).  This traditional approach assumes implicitly that the economy as a whole is a closed system that will eventually reach equilibrium. On this view, the most efficient allocation of resources is the best (“optimal”) one because it will maximize overall wealth for society.  In recent years, traditional economics has had to open its doors to work that (1) emphasizes the dynamics caused by the effects of positive feedback on an open system, and (2) admits that humans are not perfectly rational, and (3) recognizes that markets rarely come to equilibria.  
In the case of order emerging online, the necessary energy flow is provided by our personal decisions to get and stay involved in particular online activities. As many have noted, attention is the fuel of the internet.  That attention is conserved, and therefore online evolution is a search for thermodynamically “profitable” tactics.  The process of online order creation is irreversible.  You can’t run the “film” of order creation backwards without prompting a laugh;
 it isn’t like the earth’s orbit, which is reversible (you wouldn’t care as a conceptual matter if the earth started orbiting in the other direction).  Its time runs in only one direction.
As in the real world economy, in the online world “fit order” has value.  The algorithm for fitness in the case of the online world is our attention, expressed through the time and attention we give to any particular online effort.  (This means that the energy flow for the system and the fitness landscape established for it are both made up of attention.)  This “fit order,” these online patterns, are valuable to us – they allow us to create and absorb knowledge of all kinds (playful, celebrity-driven, economic, the weather report).  We are willing to pay for these patterns with our attention and our contributions.  The social layer of the internet is a kind of learning machine, and the knowledge that evolves there is useful and valuable to us.  
2.    Order and Value
What “order” created by the evolution of the social layer of the internet will we see in the future?  Jonathan Zittrain has noted the “generativity” 
 of the internet.  Yochai Benkler has revealed the peer production capabilities unleashed in great part by the internet.
  And Julie Cohen has described user activities online, as we take part in “consumption, communication, self-development, and creative play.”
  Wikipedia is an obvious example of evolutionary order created online, involving the attention and contributions of hundreds of thousands of people.
  Online order can be seen in games, popular blogs, news aggregators, gossip sites, Flickr postings, MySpace spaces, etc.  We have already seen an explosion in value produced by these patterns of adaptive activity and order.

We are just beginning to develop the ability to “see” social order online by creating dynamic visual representations of persistent group activity.  We're used to thinking of the internet as a means of connecting machines. That's an accurate view, and it's clear that the network will increasingly be used to facilitate automated processes. But the net is also a way of connecting people, and whenever people connect they seek to form stable bonds of trust and reciprocity. Some of those connections become strong enough to support an ongoing set of shared goals. And sometimes those goals take the shape of an imagined enterprise or organization. In addition to the early forms of order and value found in games and blogs and Wikipedia, we will likely soon be seeing the development of more sophisticated forms of group activities online as tools become easier to use and more widely available. 
B.  CAS Tools

Understanding the social layer of the internet as a complex adaptive system gives us access to several new analytical tools just as it removes our ability to use others.  Prediction and direction of this system is impossible, because it is too dynamic, sensitive, far from equilibrium, and nonlinear.  We can, instead, try to understand this system and take advantage of its dynamism to serve our own ends.  A key goal, again, should be to foster and support the human semantic communication layer of the internet (rather than only focusing on telecommunications companies).  I am not advocating the evolution of the entire “system” as a whole (something that is ably discussed by Jonathan Zittrain) or making an argument about the evolution of “innovation.”  Instead, I am saying that what should matter to communications law are communications by and between people, and what matters to people is the liveliness of their talk – whether playful or serious.  To this end, four key elements of complex adaptive systems need to be mastered.
First, dynamics.  Now that we know that the social layer of the internet is neither static nor searching for an optimal equilibrium, we can take a longer view of pattern-changes online.  This allows us to know that all “competitive advantage” online is temporary.  Any particular form of order or focus of attention will cease to be such a focus in time.  The market for attention will continue to shift (and should, if evolution is progressing appropriately).  Thus, it is in fact valuable and useful for people (the CAS “agents”) to be free to make mistakes and wander, and for booms and busts to occur.  The dynamic behavior of the online world is a result of its own structure, and its adaptability needs to continue.  Events that cause the online world to become too random (and thus unattractive as a focus for human attention) will be undesirable; similarly, events that cause the online world to become too rigid (and thus not affected by human attention) will be similarly undesirable.
Second, differentiation.  Because evolution covers a great deal of ground, it will be important for there to be ample material for it to work with online.  Whatever steps we take with respect to the social layer of the internet should be focused on creating a differentiated context for evolution; this could be said to be the evolutionary reason for antitrust law.

Third, feedback.  Evolution depends on facilitating feedback into the system.  In order for order to emerge and be “fit,” those involved (the “agents”) have to be able to respond locally to their environment.  Evolution won’t happen unless that feedback is constant, energetic, and facilitated.
Fourth, selection/amplification.  The best evolution in complex adaptive systems requires both a good deal to choose from (differentiation) plus naturally-occurring selection/amplification.  Overly artificial amplification (through, again, absence of choice or artificially boosted choices) won’t lead to true fitness but only, instead, to a sterile landscape that has not been adequately affected by its inhabitants.
III.  How To Regulate
At the moment, federal-level telecommunications policy seems to have no coherent set of goals.  The FCC sometimes imposes heavy-handed rules (E911 and CALEA for VoIP)
 and sometimes claims that its chief goal is to be deregulatory.
  The set of five policy aims identified by John Nakahata are sometimes in conflict.  Congress spasmodically takes up indecent speech (many examples), gambling, spam, spyware, and privacy – without, it seems, an underlying theory that would help prioritize or rationalize internet regulation.  Even without a clear goal, these regulatory actions affect outcomes and create controversies about which economic and social benefits should be preferred or can be attained.  We are stumbling forward, tinkering blindly with the greatest engine of value-creation we have ever seen.

Now that we understand that the social layer of the internet is a complex adaptive system, what should we do to foster communications?  Should we simply give up, recognizing that we cannot predict outcomes in the dynamic online setting?  What is the role of government with respect to this system?
Recent telecommunications scholarship is primarily in the classical economics vein.  Although Daniel Spulber and Christopher Yoo have written about complexity theory in assessing network congestion, their work assumes a closed network managed by a traditional telephone company.
  Kevin Werbach and Richard Whitt have done pathbreaking work on understanding the layers of the internet and mapping regulation to these layers.
  But they generally describe the social layer of the internet as the “content” layer, without grappling with its complex nature.
  Yoo’s important work on network neutrality focuses on supporting competition by facilitating the development of vertically integrated networks, and whether standardizing network protocols will assist movement towards economic equilibrium.
  Joseph Farrell and Philip Weiser have written about the conflict between Chicago School views of vertical integration and the internet model of modularity.
  James Speta has focused on facilitating intermodal competition for access networks.
  Many of these scholars have entered the network neutrality debate on one side or the other.

These articles are largely focused on how to regulate telecommunications network providers in a closed equilibrium economic world.  The subject of network providers remains important, but needs to take its place alongside the realization that the social layer of the internet is open and complex and contributing enormous productive value to society.  The online world (from the perspective of users) has an ecology of its own.  Without reifying this world, we can consider how to assist it in creating longterm value – the key underlying goal of telecommunications regulation when all the underbrush is cleared away.
 Economics has little to say about how to enhance communications (except for communications that are explicitly bought and sold – not the usual human practice).  And the economics of large telecommunications providers are largely beside the point when it comes to facilitating lively communications.
Rather than suggest that legal doctrine be incrementally changed to adapt to new technologies,
 this search for a principled approach to telecommunications regulation looks to map the CAS reality of online interactions to legal intervention.  I do not assume that these interactions should not be regulated.
  Nor do I want to depend on the self-restraint of regulators.
  Jonathan Zittrain is right when he says that regulators would like a internet/PC grid that is less exceptional and more regulable,
 and it seems to me that that tendency has no principled stopping point.  But I am not depending on free speech theory to identify a stopping point,
 because this approach has insufficient explanatory power.  Everything is speech, and not all users are spending their days thoughtfully contributing to the commons.
  Instead, I am looking to CAS understandings to help identify principles that dictate where regulation is important in fostering interesting (ordered) communications. 
Given that online wealth (in the form of knowledge) is created by an evolutionary process; given that evolution is in turn supported by an open system with energy flows that create thermodynamic profit; given that the evolutionary algorithm needs enough experiments for selection to act on; given that an overly random complex system will not result in the emergence of persistent order; given that an overly rigid complex system will be too ordered for selection and amplification to be useful; given the importance of diversity and loose-connectedness to evolution; and given that equilibrium is the same as death in this context, it seems to me that the proper role of government should be to support the evolutionary effectiveness of this complex adaptive system because of the assistance it provides to human commmunication.  Our legislative/regulatory goal should be to create the optimal conditions for evolution.  We cannot predict outcomes or control the system, but we can facilitate its own search for persistent (yet evolving) order.  That order will provide, in turn, interesting, lively, and rich (and dynamic) occasions for human communication.
This section discusses specific policy suggestions that arise from this approach.  The descriptive payoff of looking to CAS theory is significant.  Without it, all we have is industry-centric regulation that gives us little basis on which to evaluate decisions that create policy for the online world.  With it, we can consider communication law’s role in social/cultural regulation of the online world against some set of principles.  The normative payoff that comes with this approach is also substantial.  We can now develop a new appreciation of the role of telecommunication policy’s effect on parties other than the telecommunications industry – something that has so far been mentioned only in passing.  At the very least, in this era of actual convergence we need to explore new theories.  It is apparent that we are at an important turning point in telecommunications policy.  The science of complex adaptive systmes helps us have a new understanding of “optimizing,” and a new subject for “optimization”:  human communcations themselves.
A.  Policy suggestions
1.  Universal service
Feedback, whether amplifying or dampening, plays a crucial role in healthy complex systems.  In order for users (agents) to respond to their local online environment and provide this feedback, they need to be online.  Participating in this ecology is becoming more important to the economic and cultural success of offline Americans.  Users/agents provide the flow of energy in the form of attention that allows the online system to repair and replicate order within it.  (I am not claiming that online access is more important than food, water, or housing.  Once these immediate needs are satisfied, however, communication access seems vital.)  The universal service fund can be thought of in terms of funding the creation of a transport layer that is needed for the human semantic communications layer to exist at all.  The evolutionary algorithm of a complex system requires a diversity of experiments on which to operate, and users can provide the most diversity possible. These key elements of attention-energy, feedback, and diversity are best facilitated through swift access to the internet.  
The Universal Service Fund should therefore fund broadband internet connectivity, rather than voice telephone service.  Traditional voice telephone services are quickly being taken over by much less expensive internet services, so it makes little sense to continue funding the former as a national policy matter.  Improved broadband connectivity has been a national priority for some time, and it would make sense to implement this important goal more coherently as a matter of universal service policy.  The goal of universal service, after all, is to make communications technologies available to every citizen,
 and the relevant technology at the moment is broadband access.
There are already a number of different universal service programs, but none is focused on facilitating broadband access per se.  The Lifeline program reduces telephony costs for low-income households; Federal Linkup reduces initial hookup charges for telephone service for low income households; both the FCC and the states have high-cost fund subsidy programs; and the schools and libraries fund explicitly covers internet access – but could be expanded to include funding of broadband and equipment for classrooms.  All of these programs could be refocused on facilitating broadband access as a top priority.
The question of who should pay for universal service has dogged the policy discussion for years.  Given the importance to the enter online CAS of feedback and energy, and the centrality of value created online to our national economy,
 finding a common fund method for paying for universal service seems essential.  Although difficult as a matter of political imperatives,
 it may be more appropriate to fund these universal service programs through general tax revenue rather than through imposing fees on nascent VoIP services.
 

2.  Network neutrality

To the extent we can conceive of a single loosely interconnected social layer of the internet, taking a CAS approach to that layer dictates that the substrate transport layer be a neutral platform enabling the social layer’s development.  Both agent density and attention are required for order to emerge from any system.
  It follows, therefore, that the environment for that system should provide as much opportunity for density and attention and natural feedback to exist as possible.  Too much prioritizing at the transport layer could make that layer too rigid, which could then have an indirect impact on the human semantic communications layer – so network neutrality is an appropriate ground for regulation.
This is a difficult assertion to make, because a network provider could argue that differentiation and experimentation are also important to the emergence of order.
  In a sense, network platforms that prioritize particular packets could be viewed as experiments that prompt evolution of different forms of order.  It is not apparent where the “substrate” ends and where the experiments should begin.  Density, after all, can be prompted by cheap but prioritized network access.  Nor is there a principled science of substrates and membranes (boundaries).  Most work has focused on the inside workings of complex systems rather than assessing the “tuning” of their parameters or environments.
In addition to density and attention, however, amplification and dampening prompted by agent feedback are crucial to complex systems.  If network providers act as gatekeepers, deciding which forms of order will fail and which will succeed, then they will be artificially amplifying particular online organisms.  This will have the inevitable result of reducing and then rendering irrelevant agent-agent interactions.  If these agent-agent interactions have no effect on their environment, and don’t create cycles of positive feedback that prompts order to emerge, then we will no longer be dealing with a complex system.  Instead, we’ll be examining a broadcast network, in which order is decided on “from above” rather than emerging from the interactions of agents.  Such a network is far more likely to fail (and certainly likely to be uninteresting) in the long run, because it will not adapt to the preferences of users and will not create wealth for their use.  It will not evolve.  It will create wealth only for the use of the network provider.

Stepping back for a moment, the role of government in the network neutrality debate may be to intercede to prevent undue rigidity.  If all broadband access providers take the online layer that is now a CAS and make a broadcast network out of it, then the extreme rigidity that will inevitably be created should be a matter of concern.  (Such a move would be like taking the CAS that is food delivery to New York City and trying to plan in advance, Soviet-style, for the needs of all the restaurants and households in the city.) If this system becomes too rigid, too equilibrium-driven, it will die.  Avoiding this extreme is an appropriate role for regulation to play.  Given the absence of competition in the market for broadband access in this county,
 and the predilection of network access providers to control the ability of human agents to act dynamically online (eg, limited upload capacity, outlawing servers), government action to avoid rigidity could take the form of subsidizing intermodal competition (through opening up wireless spectrum or other steps) or requiring structural separation of telecommunications transport services.
  At the very least, government should be wary of amplifying particular business plans of gatekeepers.
3.  Spam and viruses

If agent feedback is useless because the order it tends to create is constantly undermined or destroyed, that feedback will have no opportunity to be amplified or dampened by the autonomous actions of other agents.  No order; no feedback; no complex system.  Instead, what we will have is a random stream of one-off online interactions.  

Avoiding undue randomness of the system is another useful role for government.  Consider spam.  To the extent an identifiable source of spam is rendering online sub-environments useless, it is appropriate for regulators to act to render that source powerless.  Similarly, a virus source that has the effect of making online activity identifiably random (and is somehow addressable by government) is a proper subject of governmental action.  There is no reason to ignore largescale randomizing activity.  Such behavior, while admittedly “natural,” is fundamentally destructive of the key attribute for which we treasure complex systems: the emergence of order in seeming contravention of the Second Law. 
Other than avoiding undue rigidity or undue randomness, either of which would be destructive to the overall ability of the social layer of the internet to evolve, government may not have an internet-specific role.  Illegal activity should be illegal online if it is illegal offline, prosecutions for fraud and false advertising should be carried out, and privacy-destructive practices that are violative of general-purpose law should be punished.  But attempts to control the scope of permissible devices for use by agents in connecting to the internet
 or to limit the kinds of applications that can be used online
 should be understood as rigidity-imposing efforts that will squelch naturally emerging and highly-beneficial order at the communications layer.  The resulting complexity will be unpredictable and unexpected, but will be a result of our collective attention and desires.  Similarly, failing to act to cut off identifiable sources of destructive randomness would be inappropriate, as would failing to make every effort to get people reliably online.  Our shared goal for telecommunications policy should be to support a healthy and diverse social layer of the internet, in which the new wealth of self-generated order is encouraged to emerge – because such a development will help in human communication.  Communications law should focus on communications in addition to industry regulation.
Conclusion

Complex Regulation has a Goldilocks quality to it:  this is too much rigidity, that is too much randomness, that over there is just right.  How is a regulator to know what precisely to do?  My notion is that the details can be left to the art of government, and my only suggestion is that the lense of industry-centric regulation be exchanged for one that foregrounds the ability of agents and entities to create order for free.  We will at least then be asking the right question.  This requires recognition that government cannot adequately predict or control what will happen online.  And the results of this form of regulation will be unknowable.  
But the secret is that all regulation creates unpredictable results.  Complex regulation at least has the benefit of acknowledging sources of online wealth and value (from users’ perspective) that are not currently taken into account.  If government understands its role to be ensuring the evolutionary effectiveness of this system, then its actions will need to be based on the principles that make complex adaptive systems work.  This may not produce more reliable or determinate results, but it will have the advantage of being explicitly based on an argument about how the world actually works.  Governmental actions will necessarily be focused on longterm, largescale value creation, which should have been motivating communications policy discussions from the beginning.
The weaknesses of this approach are admittedly manifold.  Power laws always hold sway in complex networks and will have effects on human semantic communications.  Should government try to smooth the operation of these laws, so that the “digital order divide” is narrowed?  How are we supposed to fund a perfectly neutral transmissions substrate?  Who will have any incentive to maintain it?  Why should the telecommunications industry be punished in this fashion for daring to make a profit using “their” networks?  How on earth will Complex Regulation be implemented?
  How can the tradeoffs that it prompts be shown to be economically efficient?  How will we know if we have succeeded?
Quite apart from the worthy goal of having policy be animated by principle, my sense is that there are in fact economic benefits to Complex Regulation that will be greater than our current tack will allow -- because of the wealth-creation attributes of this online environment for human communications.  Scholars who argue about the wealth effects of "forcing communications enterprises to remain small"
 are focused on a small subset of the story.  It is a large and diverse world of interactions out there.  It may be that we will never know if we have succeeded.  We will only know that we have done our best to keep things lively and human. 
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